Kinetic Theory and Stochastic Processes

I. OVERVIEW

Kinetic theory stems from early attempts to derive macroscopic laws governing the behavior of large systems
starting with the laws governing the interaction of microscopic constituents. In general the kinetic theory deals
with the interrelation of the laws operating at different levels of description of the same system. Normally one
level is more fundamental and it provides a more detailed description of the system, while the other gives a reduced
description of the system. An example is provided by the equilibrium statistical mechanics where instead of describing
a macroscopic system by about 10?* dynamical variables characterizing atomic positions and velocities one uses just
a few macroscopic variables. It is essential that the relations between the macroscopic variables are closed. These
variables and the relations between them constitute but one example of the so-called collective variables and reduced
description.

Nature is full of sometimes surprising mathematical relations at all levels. For example, a recent study has shown
that that the citation distribution, that is the numbers of papers N(x) that has been cited a total of = times, -
has a power-law tail, N(z) ~ 2% with a = 3. Now suppose you would set the task of explaining why this law is
observed. It would not be very wise to start with the molecular dynamics and to try to derive the law from the first
principles. Yet this does not mean that the task itself is not feasible. In order to describe the observed behavior, one
would try to introduce certain collective variables that would describe the behavior of either single humans or whole
groups of humans and would try to write their effective or reduced dynamics that would be approximately closed. In
other words, one would try to construct a reduced description of the system. In fact, one could expect that a certain
mathematical behavior would govern the tail of N(x) just because it is formed by collective effects: minimally cited
papers are usually referenced by their authors and their close associates, while heavily cited papers become known
through collective effects.

A general question addressed by the kinetic theory is: knowing the laws at one level of description, are there new,
collective laws that appear at a higher level? And if yes, how can one derive them? These tantalizing questions
pass through the whole of physics. The new laws are sometimes called ”emergent”, while the laws at a lower level
”fundamental” or ”first principles”. It should be emphasized that more often than not, we cannot derive the emergent
laws from the first principles. In the ”derivation” there is almost always a tacit assumption that should be taken
for granted. However, often one can get sufficiently close to the actual derivation of the emergent laws in order to
determine their form.

A very important notion for deriving the laws at higher level from the laws of the lower level is time scale separation.
Time scale separation holds when the system can be characterized by two sets of variables with vastly different
dynamical time-scales. To identify the sets one looks for the variables with large time-scale of the dynamics, i. e. slow
variables. For example, such variables could be provided by ”almost” integrals of motion that is variables that become
integrals of motion when a certain limit in the parameters of the system is taken. Once the separation into slow and
fast variables is done, one eliminates the time-scales associated with the fast dynamics to derive an approximate
closed dynamics for the slow variables(reduced dynamics). Still the dynamics is closed only approximately and it has
corrections due to the impact of the discarded fast variables. It turns out that often the remaining effect of the fast
variables can be described by adding some noise to the equations which turns the dynamics of the slow variables into
a stochastic equation.

An important property that emerges often when passing to the reduced dynamics is irreversibility. Suppose that
at some initial moment of time, we know the value of the variables of the reduced dynamics but we have discarded
the values of the rest of the variables of the system. As the system evolves, our uncertainty about the value of the
variables of the reduced dynamics, which was initially equal to zero, grows. This is because different initial values of
the discarded variables become consistent with more and more values of the variables of the reduced dynamics. Such
loss of information is described by the increase in entropy. Here we rely on the interpretation of the entropy as a
measure of the missing information on the system that comes from the information theory providing an alternative
outlook on the statistical physics in equilibrium. On the formal level, the growth of the entropy is caused by the noise
terms in the equations.

Let us illustrate some of the notions above by a simple example.



II. THE SIMPLEST CASE OF TIME SEPARATION AND EMERGENT DYNAMICS: WEAKLY
PERTURBED HARMONIC OSCILLATOR

A simplest example of time separation is provided by the harmonic oscillator perturbed by weak linear damping.
In rescaled variables the oscillator equation is given by
Z+et+z=0, (1)

where x(t) is the coordinate. The exact solution is well-known
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where A and ® are constants. We see that at € < 1 there appear two vastly separated time-scales in the dynamics:
the natural frequency time-scale of order one and the damping time-scale 1/e. At a time-scale of order one the motion
of the oscillator is very close to the motion of the undamped oscillator. If we make the local harmonic oscillator
substitution

; (2)

z(t) = a(t) cos [t + &(t)], (3)

then at a time-scale of order one, both a(t) = Aexp[—et/2] and ¢(t) ~ ® —€?t/2 are "almost constant”. We may refer
to a(t) and ¢(t) as slow variables. Now let us assume we were only interested in the gross dynamics occurring at a
time-scale much larger than one. At this time-scale the main qualitative feature of the dynamics is the decay of the
energy of the unperturbed oscillator E(t) = #%/2 + x2/2. Substituting into E(t) the expression (2) for z(t) we have
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If we are not interested in the small fast wiggles around the main term, we obtain just E(t) ~ A?exp|[—t]/2. Let
us show now that we could obtain this simple result without employing the exact solution. We note that the exact
equation of the energy decay is I/ = —ei?, where 22 term changes at the time-scale of order one. However, due to the
prefactor ¢, the energy varies at the time-scale 1/e. To use the separation of time-scales we introduce the operation
of partial time-averaging

t+At dt'
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where At is a separation time-scale satisfying 1 < At <« 1/e. Note that partial time-averaging commutes with
derivative:
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where ¢(¢) is an arbitrary function of time. Due to At <« 1/¢ we have E(t) ~ (E)a:(t), and we can write
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Next we note that at the time-scale At < 1/e, the coordinate z(t) behaves as harmonic oscillator with energy which

is approximately E(t) and the period of oscillations close to one. As a result we have ftHAt #2dt' /At ~ E(t) and the
above equation reproduces the approximate exponential decay law of the energy.

While in the above simple example the use of the averaging method is of course not necessary, the method becomes
a powerful tool of analysis of the general problem of perturbed harmonic oscillator
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where f is some function characterizing the perturbation. The general approach is as follows. The above system is
equivalent to a system of ODE in the phase space with two degrees of freedom
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where y = @. To treat this system we note that at small €, at time-scale of order one, the motion is very close to the
motion of harmonic oscillator. To use this we make the local harmonic oscillator substitution of variables x = a cos 6
and y = —asinf (at e = 0 we have a = const and § = t 4 const). The substitution separates variables of the system
into slow ones (the amplitude) and fast ones (the phase). The substitution can be viewed as the introduction of polar
coordinates in the phase plane of the system and it is equivalent to the method of variation of parameters. We have

acosf —afsin® = —asin®, —asinf — ahcosh = —acosb + ef (acosh, —asinh), (10)
or

a = —esinff (acosf, —asinf), 6=1— ccosff (acos@,—asm&).

- (1)
To use the separation of time-scales of a and €, we note that the equation on the amplitude is similar to the equation
on the energy E(t) above: the time derivative is proportional to the small parameter times some function including
fast oscillating factors cosf and sinf. Again we eliminate fast dynamics taking place at time-scale of order one by
partial time averaging of the above equations over a time-scale At obeying 1 < At < 1/e. Performing partial time-
averaging of Eqs. (11) and using @ ~ (a)a; and 6 &~ (f) o, where the last equality follows from the slowness of 6 — ¢
rather than 6 itself, we obtain the approximate dynamics

da db
& = Fla@], 5 =wla()], (12)

where

t+A 347 27
F= —e/t % sin@(t') f [a(t') cos ('), —a(t') sin ()] =~ —e/o % sindf [a(t) cos ¢, —a(t)sing], (13)

and the effective frequency of oscillations w is
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The inequality 1 < At < 1/e is crucial for the above manipulations - At <« 1/e allows to consider a(t) as constant
during the time interval of the integration, while 1 < At allows us not to care about the modulation of the phase
6(t) ~ t in the integrand and it allows to substitute the time average by the average over the period. The resulting

evolution of a and 6 provides an approximation to the true evolution similar to approximating F(t) in Eq. (4) by the
first term. To give an example of the use of the above procedure, consider the so-called Van der Pol oscillator
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that corresponds to f(z,y) = (1 — 2?)y in Eq. (8). The above equation first appeared in engineering and later was
found useful as an example of deterministic chaos. At small damping, ¢ < 1 we may use the averaging method for
the study of the oscillator motion. We find
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We conclude that at a time-scale long compared with the time-scale of fast oscillations, in the leading order in €, the
dynamics of Van der Pol oscillator takes the form
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i 1. (17)
Thus the motion of the system consists of oscillations with the natural frequency and slowly modulated amplitude
changing according to the first of the equations above. We observe that the amplitude evolves until it stabilizes at
a = 2 where the system has a limit cycle.

The dynamics described by Eq. (17) is not of of the general form (12) - for Van der Pol oscillator the correction
to the frequency vanishes in the leading order in € and appears only in higher orders. You are invited to consider a
different situation in the problem set.



To check that the reduced dynamics (12) is reasonable let us consider the case where the perturbation is such
that the system remains Hamiltonian. This is the situation where f(x,dz/dt) in Eq. (8) is function of z only,

f(x,dz/dt) = f(z). In this case we have
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where the last identity is easily seen with the help of change of variables ¢ = 27 — «:
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Thus the reduced dynamics (12) produces constant amplitude @ = 0 in the case of Hamiltonian systems. This is just
what we should get on general grounds: we deal with a one-dimensional mechanical system where the form of the
potential imposes a finite periodic motion with constant amplitude. The motion is however not purely sinusoidal and
the amplitude is a non-trivial function of € and initial conditions.

Let us now learn the main lesson of this section. We have started with dynamics in two dimensional phase space
which is described by Egs. (9). Then we passed to different variables in the phase space. These variables have the
special property of time separation: the time-scale 75 of variations of one variable (slow variable) is much larger than
the time-scale 7y of variations of the other (fast variable), 75 > 7y. We eliminated the dynamics at the time-scale of
the fast variable by averaging over a separation time-scale At satisfying 7 < At < 7,. Thanks to the separation
of time-scales, the obtained dynamics is again local in time. Moreover, the dynamics of the slow variable is closed,
@ = F(a), while the dynamics of the fast variable is driven by the slow variable, § = w(a). One says that the fast
variable is enslaved by the slow one. Thus we passed from the original, local in time dynamics, to the reduced or
emergent dynamics that takes place at a long time-scale but it is again local in time. This new dynamics admits
simple interpretation in our case. Let us consider how the position of the phase space point (x(t),y(t)) changes
according to Eqgs. (9). After the time interval equal to the period 27 of the unperturbed oscillator the phase space
point almost returns to the same position but both its amplitude a and its phase 6 (the latter considered modulo 27)
possess certain increments due to small but finite e. After another period 27, the variables acquire additional small
increments and so further. The expression for these increments constitutes the basis for a new dynamics that due to
the increments smallness again has the form of ODE local in time. This is the reason why the reduced dynamics (12)
is determined by integrals (13) and (14) over the period 27. The emergent dynamics is a significant reduction in the
complexity of the problem.

The above paradigm of separating the phase space variables into fast and slow ones and writing an effective closed
dynamics for the slow variables is very important for the understanding of the equations appearing in the kinetic
theory. Moreover, the paradigm is important for the understanding of the general question in physics: how comes
that we can describe certain domain of situations without knowing the fundamental laws of nature to the end? The
answer is that at every level new effective laws can be formulated where all physics at the more fundamental level
is absorbed in some constants or functions (this is in accord with the ideas of renormalization group). In the case
considered in this section, the dynamics at the ”"fundamental” level is determined by a function of two variables
f(z,y) appearing in Egs. (9) while the dynamics at the next level of complexity is determined by two functions of
one variable, F(a) and w(a), appearing in Eq. (9). In passage from one level to another, loss of information occurs -
different f(x,y) may result in the same F(a) and w(a), so that observations of the dynamics at long time-scale would
give us no access to the fundamental dynamics of the system.

III. THERMODYNAMICS AND TIME SEPARATION

Time separation is also essential for understand the equations governing ordinary thermodynamic processes. Some
of those equations can be actually derived if one knows how to perform the partial time averaging the molecular
time-scales associated with molecular motion. There exists an important class of systems where such averaging can
be performed explicitly. These are the so-called ergodic systems. Below we consider some thermodynamic processes
and show how the relations describing them arise from the ergodicity assumption.

Recall that thermodynamics distinguishes two kinds of processes: reversible and irreversible ones. A reversible
process is quasi-static so that the system always remains infinitesimally close to the thermodynamic equilibrium. For
each step of a reversible process, the state variables have a well-defined meaning. How do we decide which process is
quasi-static and which not? It is clear that the process must be slow, but how slow?

Before we address the above question, let us illustrate it using the example of an adiabatic thermodynamic process.
During such a process the system is insulated and its dynamics is determined by a Hamiltonian H|[p, g, A\(t)] (here



and below p and g will stand for all momenta and coordinates of the system). The change of the equilibrium state of
the system is caused by the change of the external parameter A(t). A most familiar example of the parameter X is the
volume V' of the system, when the process takes place due to a change of the system volume at thermally insulated
walls (note that in Hamiltonian formalism the system volume can be represented as infinite potential barrier at the
walls of the container). More generally, A(t) can be any external field. For adiabatic thermodynamic process the
question asked in the previous paragraph is: what are the conditions on A(t) such that the resulting thermodynamic
process is quasi-static?

Let us recall that thermodynamics deals with systems possessing the property of relaxation to equilibrium. The
relaxation can be characterized by a finite time 7,..; such that after that time, at fixed external conditions, the
system is in equilibrium whatever its initial condition was. The time-scale 7,.¢; allows to formulate the answer to the
questions asked above: quasi-static process is a process that takes place at a time-scale T' much larger than 7,..;. Let
us explain the answer using the example of adiabatic thermodynamic process. The time-scale T' of the process can
be introduced by setting \(¢) = f(¢/T) where f(t) varies at a scale of order one. During a separation time-scale At
obeying 7,..; <« At < T (cf. the previous section), the Hamiltonian of the system can be considered constant due
to At < T. On the other hand, due to 7, < At during the time-scale At the system relaxes to the equilibrium of
a closed system which Hamiltonian is given by H|[p, g, A\(t)] "frozen” at the local time. In other words, during the
process the system is all the time in equilibrium with parameters of equilibrium (such as the system energy F(t) or
A(t) itself) being functions of time that change at a time-scale T. On the other hand, if we dealt with a fast process
with T < 7,.¢; the system would be locally out of equilibrium and the process would not be quasi-static.

Much insight into the nature of adiabatic thermodynamic process can be reached for ergodic systems. Ergodic
systems are closed systems which phase space trajectory wanders over the whole surface H(p, q) = const so that the
ergodic theorem holds:
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where K is the normalization factor,
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Ey is the conserved energy of the system and f(p,q,t) = ¢ (p— p(t)) d (g — q(t)) is the exact distribution function
of the system. The above microcanonical distribution implies the usual relation for the time-average of a function
F[p(t), q(t)] of the phase space variables:
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where it is assumed that the orders of the integration and the limit are interchangeable. For ergodic systems the
relaxation time 7,..; is given by the characteristic value of Ty at which the limit in Eq. (20) saturates,
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where the approximate equality is considered in the sense that integrals of both sides with an arbitrary smooth
function F(p,q) are approximately equal. The time 7,.; can be seen as a characteristic time at which the system
trajectory ”fills” the surface H(p,q) = const. Now if we consider adiabatic thermodynamic process for an ergodic
system we have

1 t+At
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where FE(t) is the thermodynamical energy of the system. Indeed, by definition of 7, for ergodic system, due to
At > 7, the limit above should saturate at the microcanonical distribution of the system with the locally constant
(by At <« T) Hamiltonian Hp, g, A(t)]. Returning to the general case, the conclusion is that a process is quasi-
static if it takes place at a time-scale much larger than the relaxation time of the system, T > 7. During the
process thermodynamic variables like E(t) and V(t) vary at a time scale much larger than 7,.. Time variation
of other thermodynamic functions can be inferred from the equation of state, like in the relation for the pressure
p(t) = p[E(t), V(¢)], where the function p(E, V) describes the equation of state of the system.



We conclude that thermodynamics implies that when a macroscopic system undergoes a slow process, one can
introduce a limited number of variables which obey a closed dynamics. These variables by themselves change slowly,
in other words they are slow variables. Could we guess from mechanics that for a macroscopic system the consideration
of slow processes (such as those occurring at the human time-scale) allows to perform an overwhelming reduction
in the number of variables and to perform a reduced description of the system? To approach this question, let us
consider again an adiabatic thermodynamic process. This choice is the simplest since the system is governed by a
closed Hamiltonian dynamics during the process. Taking for definiteness the case where A is the volume, at each
moment of time we may characterizethe system by two thermodynamic state variables: the volume V() and the
energy E(t). These variables, however, are not independent: the entropy S is conserved in the adiabatic process and
thus the equation

SV(t), E@)] = So, So=S[V(0),E(0)], (24)

should hold. In particular, if one knows the equation of state in the form S = S(E, V') the above allows to determine
the evolution of system energy for given evolution of the volume. Thus thermodynamics leads to the conclusion that
a thermally insulated system, characterized by a Hamiltonian with a slowly varying volume, has an approximate
integral of motion which is a function of the system energy and volume only.

The above statement on the existence of an approximate integral of motion is a clear statement about the mechanics
of the system. Somehow it means that a macroscopic system should have a dynamical property which is not so evident
from the viewpoint of dynamics itself. Could we return to the dynamical description and rederive the conclusion?
In general this is very hard - it is just one of the cases where the emergent laws (laws of thermodynamics) lead to
a conclusion that would be very hard to derive from the laws at the more fundamental level. However, for ergodic
systems, it is possible to deal with the question. In the derivation below we suppress the small parameter of the
expansion € which is the (slow) rate of the macroscopic process of the volume variation, V(t) = f(et).

Let us study the time-derivative of E(t) for an ergodic system. We have
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where we used that p(t) and g(¢) obey Hamilton equations of motion. Let us note that E(t) changes at least at the
time-scale of V(t), so that E(t) &~ (E)a+(t). This allows us to write
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where we do not account in the averaging for the factors that vary at the time-scale T > A. Now we can use the
ergodic theorem to write

dE  dV OH
= K [ dpdaS .. V(O]5[H (.0, \0) - E(0). (27)
The above equation allows an equivalent rewriting as

O [E(t),V(t)] = const, (28)

where ®(E,V) is the volume of the phase space with energy smaller than E, at the system volume V|
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Above N is the number of degrees of freedom of the system and the factor (2h)3" is introduced for convenience in
the following. We have
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where we used Egs. (23) and (27). Any other parameter in the Hamiltonian could be used above instead of V. Thus we
have shown that when a parameter in the Hamiltonian of an ergodic system changes at a time-scale much larger than
Trel then the phase space volume @ is approximately constant. In mechanics quantities that remain approximately
constant under slow transformation of a parameter in the Hamiltonian are called adiabatic invariants. Since & is
constant only for ergodic systems, it is referred to as ergodic adiabatic invariant. Its conservation can be traced to the



Liouville theorem stating that the volume in the phase space is preserved under the motion governed by the Hamilton
equations. As a result, the initial microcanonical distribution, which is singular at the surface of constant energy, is
transformed by the considered process into another microcanonical distribution also singular at some surface in such
a way that the volume enclosed by the surface is preserved. This preservation is tantamount to Eq. (28).

Equations (24) and (28) suggest that for ergodic systems entropy is a function of ®. The appropriate definition is
(in this course we shall set kg = 1):

S(E,V)=I®(E,V). (30)

For large systems the above definition is equivalent to the famous Boltzmann formula S = In W where W ~ AEOg®
is the number of states available to the system with energy in the window (E, E+ AFE). The equivalence follows from
W ~ exp[Es(E/V)] leading to ® ~ exp[Es(E/V)] with difference in prefactors giving subleading corrections (roughly
logarithm of a volume of a ball in a high-dimensional space is close to the logarithm of the volume of a spherical layer
with the same radius).

Thus for a thermally insulated system, entropy S defined by Eq. (30) is a quantity that changes slower than
macroscopic parameters of energy and volume. When the system is not thermally insulated, one can expect S to vary
at the time-scale of heat exchange which is the same as the time-scale of variations of the energy and the volume. In
other words, this allows to expect on the basis of mechanics that S is a slow variable in thermodynamic processes.

The idea to use the definition (30) for the entropy and to approach the equilibrium statistical mechanics on the
basis of adiabatic invariants was introduced by Hertz in 1910. Whilst the approach was appreciated by Einstein, it
remains a less known one today. To demonstrate the utility of the above definition we have to examine the second
law of thermodynamics with its help. The latter consists essentially of two parts: the statement that there exists an
integrating factor 1/7 such that 6Q/T is an exact differential dS, and the principle of entropy increase for a closed
system. Let us first address the former part of the second law.

A. Generalized Helmholtz theorem

To construct the dynamical version of the first part of the second law we must first construct the temperature T'.
A natural definition of 7" is provided by the equipartition theorem that states that for any system which Hamiltonian
is the sum of the kinetic energy Fi;, and the potential energy having no dependence on particle velocities, one has
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For ergodic system T allows a simple explicit expression:
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where in the last line we performed integration by parts. Noting from Eq. (21) that K—! = (27h)3N0p® we may
rewrite the above expression as the fundamental thermodynamic relation T-! = 9gS with S defined by Eq. (30).
This gives another confirmation of the adequacy of the latter definition.

Let us now show that 1/7T is an integrating factor for dE + pdV by showing explicitly that (dF + pdV)/T is a
differential of a function of state. This function is nothing but S defined in Eq. (30). We have
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In the last line we used the definition of pressure and ergodicity:
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The above proves that for ergodic systems (dE +pdV')/T is an exact differential, (dE+pdV')/T = dS with S given by
Eq. (30). The last statement has the name of generalized Helmholtz theorem as it generalizes an analogous relation for
one-dimensional systems that was derived by Helmholtz. The crucial part in the above derivation is the representation
(32) for the temperature.



B. The second law of thermodynamics

Once we have provided a mechanical definition for the entropy, it is natural to inquire if it can reproduce the
statement of the second law of thermodynamics that the entropy of the closed system never decreases and it is
maximal in equilibrium. And obviously, it is not - for fixed energy S defined by Eq. (30) is always constant. However,
this does not yet signify that one cannot approach the second law with the definition (30). The reason is that once
one tries to approach the second law from the view-point of dynamics of a system with a finite number of degrees of
freedom, different formulations of the second law need no longer be equivalent. They only become so in the limit of
the infinite number of degrees of freedom. Here we will show that a a particular formulation of the second law does
hold for Eq. (30) while at home you are invited to demonstrate another formulation using similar techniques.

The Clausius principle of the entropy increase states that for a thermally isolated system which begins and ends
in an equilibrium state, the entropy of the final state is greater than or equal to that of the initial state, where the
equality holds if the process is quasi-static. The statement was already verified for quasi-static processes for Eq. (30),
now we generalize. Although one can continue using the framework of classical statistical mechanics, we now deal
with the question within quantum statistical mechanics - both for illustrative purposes and to provide methods for
solving the problem set.

We first introduce the quantum version of the definition (30). We note that Bohr-Sommerfeld quantization condi-
tions suggest that ® can be approximated by N + 1/2, where N is the number of states with energy smaller than E.
To introduce the quantum version of (30), we define the time-dependent quantum number operator

Ktot
N(t)= )" klk,t ><k,t], (36)
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where Ky, is the total (possibly infinite) number of the energy levels and |k, ¢ > are the eigenstates of the Hamiltonian,
ﬁ[p, g, \(t)] = ,f:t?; ex(t)|k,t >< k,t|. For the above definition to provide the correct quantum number at any ¢, it
will be assumed that energy levels are non-degenerate and there is no level crossing, i.e. e (¢) remain ordered at any
t. We now define the quantum entropy operator

S(t)=1In <N(t) + ;) : (37)

In fact, the factor 1/2 is not needed for the following proof of the Clausius principle but we shall keep it to be in
accord with the original proposition by Campisi. Note that in contrast to the Hamiltonian’s spectrum, the spectrum
of S(t) is the same at any ¢. The Campisi definition is alternative to von Neumann’s one —T'rpln p, where p(t) is the
density matrix. The von Neumann entropy would remain constant and would not satisfy the Clausius principle. Since
the system is initially in equilibrium, 5(0) commutes with H(0) and can be written as p(0) = sz:“g prlk,0 >< k,0|.
We make an important assumption that the eigenvalues of p(0) constitute a non-increasing function of the energy
level number:

Pm > Pn, Lf m<n. (38)

In particular the above equation holds if the initial distribution is the Gibbs distribution py o< exp[—ex /T (this is
the case if the system was put in contact with a thermal bath at temperature 7" and later decoupled from the bath).
We now pass to the demonstration of the Clausius principle for a process that starts at ¢ = 0 and ends at ¢ = ¢;.
Variation in the Hamiltonian causes a transition between the quantum states according to the transition probabilities

|arn(t) P = | < n,tg|U(t5) |k, 0> |, (39)

where U (t) is the unitary time evolution operator. As a result the density matrix evolves to p(t;) = U(tf)p(0) U (ty).
Let us consider the change in the expectation value of the entropy operator,

St =S =Tr [p(t)S(ty) - H0)S(0)] (40)

Using that the spectrum of S is always the same we have

Ktot Ktot
Tri(t)S(tr) = 3 < ntglpltp)ln,ty > n(n+1/2) = 3 pl, In(n +1/2) (41)

n=0 n=0



where the probability p], =< n,ts|p(ts)|n,t; > for the system to be found in the state |n,t; > is the sum p, =
Zk bor pk|a;m(t #)|? describing the contributions of transitions from initial states |k,0 > [formally this follows from
pts) = U(ty)p(0)U(tf)]. Thus we can represent Eq. (40) as

Ktot

Sy =50 ="3 (0 — pu)In(n +1/2). (42)

n=0

We now use the summation by parts formula for the series,

N-1 m
Z anb, = an Z bn — Z Am+1 — am] Z bn. (43)
m=0 n=0

The proof of the above formula can be obtained by representing b, as a ”derivative”, b, = B, — B,_1 where
B, =3} bk forn >0 and B_; = 0. The resulting series ZQLO an(B,, — B,,—1) can be written as ij:o[aan
ap—1Bn_1] — Zf:] olan —an_1]Bn_1 = anBy — Zn 0 [an+1 an) By, equivalent to the formula above. Using Eq. (43)

tot

and the conservation of probability in the form Zn 5 (7, — pn) = 0, we may rewrite Eq. (42) as

Kf,nt m
Sf_&F:§3m<Zi?g>g;@n_¢J (44)

m=0
We have
m m m Kiot m  Kiot
SRR DD 9 SIHIALED it (1—z|am ) ) S5 )P @)
n=0 n=0 n=0 i=0 =0 n=0i=m+1

The transition probabilities obey 31 |ag, (t£)]2 = S5 |ag (t5)]? = 1 so that 1 — 27 |ain(t;)[> > 0. Then,
combining the equation above and the ordering of probabilities (38), we find

m m m m  Kiot m Kiot
> n—=p0) = pm Y <1 -> Iam(tf)2> “pm > Y ain(tp))? =mpm —pm Y Y laim(ts)]* = 0. (46)
n=0 n=0 =0 n=0i=m+1 n=0 i=0

It follows that the RHS of Eq. (44) is a sum of non-negative terms and we have obtained that
Sy > Sp. (47)

Clearly the equality occurs only if p/, = p,. This is just the case of an adiabatic thermodynamic process where no
transitions occur between the states with different quantum number so that |a;,(tf)|* = &;, and Sy = Sy holds.
Note that, like the Clausius principle itself, the above derivation does not claim that the expectation value of S is
a monotonically increasing function of time. It can still be true that S; < Sy for ¢; > t5 > 0 despite S; > Sy and
So > Sp. What distinguishes the ¢ = 0 moment here is that p(t = 0) is diagonal in the energy representation, while
p(t) generally not.

Whenever one comes across a mechanical proof that the expectation value of some operator grows monotonically,
the question comes what breaks the time-reversal symmetry. In our case, the symmetry is broken by the assumption
of the ordering of probabilities (38). In particular, if the assumption would be reversed to p,, < pn, the converse
conclusion of decrease of entropy would be obtained. This is in accord with the fact that p,, < p, corresponds to
inverse population and negative temperature states that do not occur naturally.

C. Summary

To summarize this section, we have seen that combining the assumption of ergodicity with the averaging method,
one can reach a rather deep insight into the laws of thermodynamics starting with the microscopic dynamics. The
method of thermodynamics as it is viewed dynamically is to introduce a certain set of variables that change slowly on
the macroscopic time-scale. This is in contrast to immediate dynamical variables of the system, such as momenta or
coordinates of the particles, which undergo rapid, “chaotic” changes. The variables in question are not just generalized
coordinates, that is they are not necessarily functions on the phase space of the system (that is variables of the form
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F[p(t), q(t)], which are completely determined by the instantaneous state of the system). Rather these variables may
be functionals of the motion of the system, that is their value may be determined by the whole trajectory of the
system. An immediate example is pressure that from mechanical viewpoint represents a time-averaged force exerted
on the system boundaries. During the course we shall encounter other types of such generalized characteristics of the
system.

IV. BROWNIAN MOTION, LANGEVIN EQUATION AND EINSTEIN-STOKES RELATION

It is the core issue of the equilibrium statistical mechanics that when one looks at a macroscopic system in equi-
librium then, while the system undergoes wild changes at the microscopic scale, at the macroscopic scale things are
calm and smooth. One of the first observable effects of the invisible atomic motion that was discovered is Brownian
motion. In 1829 a botanist Robert Brown observed fast irregular motions performed by tiny particles of plant pollen
dispersed in water. This motion looked mysterious: one takes still water, puts small particles in it and they start to
move. The resolution of the mystery with the help of the atomic hypothesis (contributed essentially by Einstein) was
among the strongest arguments in favor of the existence of atoms before their more direct observation.

The theory of Brownian motion is one of the most important topics in non-equilibrium statistical physics because of
its many extensions to situations where ” Brownian particle” is not a particle at all but rather some collective property
of a macroscopic system. Let us pass to this theory.

A. The setting of the problem

First we’d better address the question what a Brownian particle is. Normally, by a Brownian particle we mean a
macroscopic particle immersed in a fluid. The particle size is supposed to be much larger than the correlation length
beyond which the hydrodynamic description of the fluid motion applies (more details on this will be supplied below),
while the particle mass is supposed to be larger than the mass of the particles comprising the fluid. Essentially by
definition, a Brownian particle is a particle such that its velocity v(¢) is a slow variable. Here slowness means that the
relaxation time of the fluid 7,.; must be much smaller than the characteristic time-scale of the variations of velocity.

The slowness of the velocity variable can be illustrated by the following mechanical model of the Brownian motion.
Within the model, the system ”particle plus fluid” is described by the Hamiltonian

2

where r;, p; are coordinates and momenta of N identical fluid particles with mass m while r and p are the coordinate
and the momentum of the Brownian particle which mass M obeys M > m. Such properties as finite size of the
Brownian particle could be accounted by setting U(r) = 0 at r > a and U(r) = oo for r < a. Here a is the radius of
the particle which is assumed spherical for simplicity.

The key to the solution of the problem is the inequality m/M < 1. The limit m/M — 0 is the limit of an infinitely
heavy Brownian particle. Such a particle would keep its velocity v constant despite the interaction with the fluid.
After the relaxation time 7,..; the fluid will be in the stationary (equilibrium-like, see below) state corresponding to
the particle moving in it with the speed v. At a small but finite value of m/M the velocity v does change but it takes
a characteristic time 7 much larger than 7,..; before the velocity changes appreciably. As long as we consider values
of m/M corresponding to 7 >> 7., the fluid is in the local stationary state which parameter v(¢) changes in time
slowly.

To make the above less abstract consider the example where Brownian particle is a big ball colliding with small
balls constituting a gas. In a gas one can speak of individual collisions of gas molecules with the Brownian particle.
A single collision disturbs the velocity of the big ball insignificantly and it takes lots of collisions before there is an
effect. As a result the gas reaches steady state corresponding to v(t) before the latter changes significantly. Note an
important feature that the change in v(t) is caused by a collective effect of numerous collisions experienced by the
particle. In this sense, the dynamics of v(t) is a collective property of the fluid.

Our purpose in this Section is to write down an effective equation for the dynamical variables of the Brownian
particle, 7 and p. This equation however will not correspond to the ordinary deterministic classical dynamics. To
see that this is plausible, note that at the moment we introduce the Brownian particle into the fluid we know r and
p, but we do not know the coordinates and momenta of the fluid - they are random with the probability distribution
described by the equilibrium statistical mechanics. Since the fluid can be in many different microscopic states, many
possible trajectories of the particle can arise from macroscopically the same initial situation. As a result we can only
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speak of probabilities of different trajectories. These are described by random dynamics where different forces have
different probability weight. We now start the derivation.

B. The equation of motion of the Brownian particle, part I

The exact equation of motion of the Brownian particle is of course

dv F

— == (49)

a M
where F is the force exerted on the Brownian particle by the fluid. The main assumption of the theory of Brownian
motion is that the relaxation time of the fluid 7,¢; is much smaller than the characteristic time 7 of variations of v(¢).
Thus performing the partial time averaging in the same way as we did in the previous sections we may write

d'U 1 t+At dt/
E = M/t EF(tl”v(t/):const:’u(t)ﬂ (50)

where 7. < At < 7 and the subscript signifies that the time average is taken at constant velocity of the particle,
equal to v(¢) in the whole time interval (¢,¢+ At). The above inequality uses only the At < 7 part of 7,.; < At < 7.
Using now that 7,.; < At, we conclude that the above time average can be approximated by the time average over
an infinite time interval (cf. the definition of the relaxation time in the previous Section), so that

dv 1 o gy
a M Tglinoo/t Ty F ) low)=const=u() = Fav[v(t)]; (51)

Above Fy,(v) is the average force that acts on the Brownian particle that moves in the fluid at a constant velocity v
(where some external forces are needed to sustain the motion, see below). The expression for the force Fy,(v) can be
obtained within the framework of hydrodynamics.

C. The average component of the force

What is the state of the fluid provided there is a particle moving in it a constant velocity? To answer this question
one can use the approximation of an infinite fluid, where the fluid is at rest at infinity while in the region near the
particle the fluid is disturbed in some way. We understand that the state of the fluid cannot be a complete equilibrium:
there must be a friction force exerted on the particle so that in contrast to equilibrium we must constantly supply
energy to the system to keep the particle going. Still, the state of the fluid can be described as a generalization of the
equilibrium state, the so-called local equilibrium state, where locally in space and time the fluid can be considered in
equilibrium. The evolution of the local parameters of equilibrium is described by the equations of hydrodynamics that
we will consider later in the course. Here we shall only use the result of the hydrodynamic analysis, the so-called Stokes
law. This applies where the velocity is not too large so that the situation can be considered as a near-equilibrium
one, as is the case of the theory of Brownian motion. The law expresses the friction force exerted by the fluid on
the particle in terms of the ”inner friction” coefficient of the fluid itself, the fluid viscosity 7. Viscosity describes
friction between two nearby layers of the fluid moving at different speeds. Inner forces in a fluid tend to equilibrate
the velocities of the layers, which results in a friction force described by 7. The Stokes law expresses the friction force
on the particle in terms of n as s

F,,(v) = —6manv. (52)
As a result, Eq. (50) becomes
dv v M

dat 7 T:67Ta77'

(53)

Let us stress that the above equation is the same whatever the initial microscopic state of the fluid was. Also if we
put many Brownian particles at different positions and with different velocities, still, after a short transient in time,
they all would satisfy the same equation (53). The time averaging wiped out all the details of the state of the fluid
besides its viscosity. Let us note that though the linear friction law is very natural it is not trivial. For example, it
would not hold in the two dimensional situation (”Brownian motion of a cylinder”).
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The above analysis provides a correct description of the velocity dynamics when the velocity is not too small.
Nevertheless, there is an obvious problem with Eq. (53): at large times the particle velocity relaxes to v = 0 and
hence, in the end, no Brownian motion would occur! Moreover, v = 0 would contradict thermodynamics which
says that the final state of the system must be thermal equilibrium with the Maxwellian distribution of the particle
velocity having the temperature of the fluid. Thus the lowest order approximation in the small parameter 7,..;/7 is
not sufficient to describe the Brownian motion. The reason is that the leading order term in the expansion, (F)(v),
vanishes exactly at v = 0 where even small corrections to Eq. (53) become important. Thus we need to consider the
corrections to the above equation

dv v f(t)

= 44\ 54

dt T * M’ (54)
where f(t) describes the fluctuating component of the force providing corrections to the systematic component of the
force given by friction.

D. The fluctuating component of the force

The properties of the fluctuating component of the force can be seen most clearly by considering the situation where
due to external forces the Brownian particle is fixed at some position in the fluid. We now measure the force f(t)
exerted by the fluid on the particle in much the same way as we would measure the force on the boundaries of the
gas or liquid (here the surface of the Brownian particle is really a part of the gas boundary). We understand that on
average the force is zero: all the bumps on one side of the particle will be eventually balanced by the bumps on the
opposite side. So f(t) will have zero time average

t+T[) dt/

(f(t)) = lim

/!
Jm [ =0, (53)
Nevertheless, generally, f(t) deviates from its average at any given ¢t. We say that it fluctuates near the average. If the
particle would experience only the fluctuating component of the force f, so that dv/dt = f/M, then the fluctuations
of f near zero would have a non-trivial, important effect on v, considered in detail in the next subsection. Thus we
need to characterize f quantitatively. The most important characteristics of fluctuations is the correlation function,
expressing the degree of correlation between the values of f at different times

to+To
Fi(0)f;(0) = lim — / LV + )t (56)

To—o0 To to

Above we noted the independence of the average on ty: the fluid is in equilibrium state which is time shift invariant
on average. A main assumption of the theory of Brownian motion is that f has a finite correlation time T.o.. This
means that (f;(0)f;(t)) is small at ¢t > 7., so that roughly the values of the force f(t;) and f(t2) are independent
whenever |ty — t1]| > Teor. The decay of correlations is assumed sufficiently fast so that the integral fooo (f:(0) f;(t))dt

converges and fOT<fi(0)fj(t)>dt ~ [70(f:(0) f;(t))dt for any T > 7.or. The assumption of the finite correlation time
of the force is very close to the assumption of the finite time of relaxation to the equilibrium and in fact we shall
see via the fluctuation-dissipation theorem that there is a direct connection between the two assumptions. As in the
case of the relaxation time, the finite correlation time can be argued for in ergodic systems and it is expected to hold
normally.

The meaning of the assumption of finite relaxation time can be seen clearly in gases where the force exerted by the
fluid on the surface of the fixed Brownian particle is a result of the sum of many collisions of individual gas particles
against the surface. It is natural to expect that subsequent collisions of particles are independent of each other -
dealing with about 1023 gas particles it is reasonable that every new gas particle coming to collide with the Brownian
particle is not sensitive to the individual collisions of other particles that happened before. The latter assumption
results in finiteness of the correlation time of f. In fact, the assumption of independence of subsequent collisions is
very similar to the Boltzmann ”"molecular chaos assumption”, that we shall encounter in the derivation of Boltzmann
equation, and it is a subtle assumption.

Below we shall assume that time averages of expressions involving the fluctuating force f(t), or the averages over
the initial state of the fluid, can all be substituted by ensemble averages. The ensemble average signifies that f(¢) is
considered as a random vector function with a given statistics. In this sense f(¢) is a random or stochastic process.
The resulting dynamical equations with f on the RHS are called stochastic equations.
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Let us briefly discuss stochastic processes. A stochastic process &(¢) is a collection of random variables labeled by
a continuous index ¢. As any collection of random variables, £(t) is characterized by the joint probability distribution
function which here gives a probability weight to any given shape of £(¢). Thus the probability density of £(t) is
the probability density functional rather than function - it takes as an argument a function and assigns to it a
number, the probability weight. Important characteristics of a random process are correlation functions which are
moments of different orders: the average (£(t)), the pair correlation function (£(¢1)£(¢2)) or dispersion ((£(¢1)&(t2))) =
(€(t1)&(t2))) — (€(t1))(&(t2)), the triple correlation function (£(t1)&(t2)&(ts)) and so on. For the so-called stationary
processes time shift invariance holds on average and the statistics of £(t) and £(t+ty) are the same for any constant ty.
The correlation functions in this case depend only on differences of the time arguments. Finite correlation time 7.4,
signifies that the values of the random process £(t1) and £(t2) are roughly independent at |to —t1| > 7cor. For example,
the dispersion decays rapidly at |to — t1| > 7eor and [ dio((€(£1)€(2))) converges. The far reaching consequences of
the assumption of finite correlation time are illustrated in the next subsection, where the connection with diffusion is
demonstrated.

E. Motion driven by a random stationary process with a finite correlation time. Large time diffusive
behavior

Let us consider an equation of the form

&= (1), (57)

where £(¢) is a random stationary process (sometimes called noise) with a finite correlation time 7. For simplicity
we consider one-dimensional case - the generalization to higher dimensions is straightforward. Since average (£) could
be eliminated by passing to the random variable z(t) — t(£), we assume with no loss that (£) = 0. We designate the
pair-correlation function by H so that (£(¢1)&(t2)) = H(t2 — t1). The solution of Eq. (57) with z(0) = z¢ is

(1) — 29 = /O €t (58)

which gives

[2(t) — 20)” :/0 dtydta6(t)E(t2) = 2/0 dtl/o 1 dt2€(t1)E(t2), (59)

where we used that the integrand is symmetric. Taking the time derivative of the above equation and averaging over
the statistics of ¢ we obtain

%qx(t) —zo]) =2 </Ot dsg(t)E(t - s)> = 2/; dsH(s). (60)

Above we noted that the pair correlation function of a stationary process is an even function of the time difference
[using time shift invariance on average one has H(—t) = (£(0)£(—t)) = (£(¢)€(0))]. At t > 7.or, the RHS of Eq. (60)
saturates at a time-independent value producing

o0 o0
%([m(t) — z0)°) & 2/ HtYdt', ([z(t) — x0)® ~ 2t/ H(t)dt', t>> Teor (61)
0 0
We observe that even though x(t) is driven by a stationary process, by itself it is not stationary - rather its amplitude
grows proportionally to v/# on average. It should be stressed that (z(t)) is zero always, it is only the amplitude of the
fluctuations that grows with time. Clearly, the amplitude growth is a result of the accumulation of effects of small
fluctuations of £ over.
The behavior described by Eq. (61) is a signature of diffusion. Consider the concentration of a tagged particle
P(z,t) that obeys the diffusion equation

OP 2

I Dai’

ot Ox?
where D is the diffusion coefficient and P(x,z¢,0) describes that the particle is initially at zp. The mean squared

displacement ([z(t) — z0)°) = [z — 20]? P(x, 20, t)dz obeys

2
%/[37—580]213(%330775) ZD/[Jf—JJO]Q %dazz?D, (63)

P(x,x0,0) = §(z — o), (62)
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where we integrated by parts twice and used that the diffusion equation conserves the total mass [ P(x,zo,t) =
J P(x,20,0) = 1. Integrating the above relation over time, we obtain the famous Einstein formula for one-dimensional

diffusion that states that ([x(t) — J;O]2 = 2Dt. Comparing Eq. (63) with Eq. (61), we find that the latter corresponds
to diffusion with the diffusion coefficient

oo 1 oo
D:/O H(t)dt = 5/_00 H(t)dt. (64)

The connection of Eq. (57) with the diffusion equation (62) is in fact stronger. We note that at ¢ > 7., the RHS of
Eq. (58) is roughly a sum of a large number t/7.,, independent random variables. Indeed, if we choose At according
t0 Teor € At < t, assuming with no loss that N = t/A¢ > 1 is an integer, then the summands in

t N-1 .(k+1)At
/O ()t = kz_o/k €t (65)

At

can easily be seen approximately independent due to 7., < At. As a result, the probability distribution function of
x(t) — xo is approximately Gaussian. Since a Gaussian distribution is determined uniquely by the average and the
dispersion, then using (z(t)) = ¢ and the results for ([z(t) — 20]°), one finds the following Gaussian distribution for
the probability distribution function (below PDF) of x(¢):

1 (z — x0)?

P(a,20,1) = (5 [(t) — @l)uo)oss = <5 [xo + /Otg(t’)dt’ - xD ~ e {—M] S 1o (66)

where the subscript stands for conditional averaging. We used the same notation for the PDF of x(¢) and the
concentration in Eq. (62) on purpose - the above expression of is really the solution to Eq. (62), the so-called Green
function of the heat equation. This is the first instance we encounter of an important connection between random
dynamics and solutions to partial differential equations ”of heat type”.

If we lifted the assumption of zero average of £, then Eq. (66) would be changed to

1 exp | — (z — w9 — (1)
V4Dt 4Dt ’

where 2D = [((£(0)£(t)))dt. We observe that at times much larger than the correlation time of the noise, all the fine
details of the statistics of £(t) in Eq. (57) are washed out - the statistics of z(¢) is determined only by (£) and the
time integral of the dispersion ((£(0)&(t))) (sometimes called the power of the noise). This allows to substitute the
dynamics (57) by the effective Langevin dynamics

P(SL', Zo, t) ~ t > Teor, (67)

dx ,

where &’ is a Gaussian noise determined uniquely by the average (¢/) = (£) and the dispersion

1

{(€'(t1)E'(t2)) = 2Do(t2 —t1), D=3 /_m ({€(0)¢(®)))dt. (69)

At t > 7.0 the dynamics (68) leads to the same PDF of x(t) as the original dynamics (57). Formally, the noise
¢ is obtained from ¢ by taking the limit 7., — 0 at the constant power of the noise - note that [((£(0)£(¢)))dt =
J{E'(0)¢'(¢)))dt. A Gaussian noise which pair correlation function is a §—function, like the one in Eq. (69), is called
a white noise (white because all frequencies are present in the noise spectrum, see subsection (IVI).

The generalization of the above analysis to vector case is straightforward. The vector & evolving in time according
to

d(Ei
dt = gi(t)7 (70)

will perform at large times diffusion with the diffusion coefficient

D == lim =
6t~o<>i:1 t 6

1 L (i) — m(0) 1 /°°
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corresponding to the three-dimensional diffusion equation

oP

— = DV?P. 72

o (72)
We conclude that if Brownian particle would experience only the fluctuating component of the force f, then the
typical value of its velocity would grow with time indefinitely. We now pass to consider the full dynamics of the
Brownian motion.

F. The equation of motion of the Brownian particle, part II. Fluctuation-dissipation theorem

We are now ready to write down the complete effective dynamics of a Brownian particle. This is obtained by
combining the large and small velocity asymptotic expression for the force in Eq. (49). We saw that at large velocities
a linear friction term should describe the dynamics. On the other hand, at small velocities the friction is small and
the fluctuating, zero-average component of the force becomes dominant. The overall dynamics takes into account the
two components of the force and we have

dv v f

T + M’ (73)
where f is a random force with zero average and a finite correlation time 7., < 7. The above equation can be
seen as an effective form of Eq. (50) where the fluctuating term describes deviations of the finite time average on
the RHS of Eq. (50) from its infinite time value Fy,(v). Equation (73) is called Langevin equation [sometimes the
term is reserved only for the case where f has J—function correlations in time like in Eq. (69)]. It substitutes the
original random force F' by another random force f which at first sight does not bring much. In fact, however, the
decomposition in Eq. (73) along with the inequality 7., < 7 allows to solve the problem easily. It should be stressed
that the statistics of f in Eq. (73) is independent of v - this is just the equilibrium statistics obtained in the auxiliary
problem of fixed Brownian particle with v = 0. One could say that the statistics of the fluctuating component of the
force F has a regular limit at v — 0 which is sufficient for Eq. (73), valid only at not too large v. Moreover, the
statistics of f is independent of the particle mass M - it depends solely on the particle size as one can be see from
the previous discussion. The latter independence is essential because it guarantees that at a given particle size, the
limit of large M necessarily leads to the separation of time-scales, 7 > 7.,,-. Indeed, while 7., is M —independent, T
grows with M indefinitely, see Eq. (53).

The two terms in Eq. (73) have opposite effects on the velocity. The friction tends to stop the particle and it
dissipates any deviations of the particle velocity from zero. On the other hand, the fluctuating component of the
force, via the accumulation of the effects of fluctuations with time, tends to increase the typical value of v indefinitely.
Thus one expects a balance of the two forces at some intermediate value of velocity. This value of velocity is nothing
but the thermal velocity \/kT /M. Below the thermal velocity, at v < /kT /M, the friction in Eq. (73) is negligible,
while at v > /kT /M the fluctuating component of the force can be discarded and one can deal with the simple
equation (53). Let us pass to the quantitative consideration. The solution of Eq. (73) reads

t
w(t) = v(0)e " 1 - / e~ /T f(¢)dt (74)
M Jo
We observe that the first term in the above expression decays with time and it becomes small exponentially at ¢ > 7.
In particular, the initial value of velocity is forgotten within a characteristic time 7 - at ¢t > 7 the information on the
initial velocity is essentially lost. This irreversibility is a natural effect of friction - if we set a particle in motion in a
fluid then, due to the friction, the particle will eventually stop and the system will look the same whatever the initial
velocity was. Thus at large times the first term in the RHS of Eq. (79) can be discarded and we obtain

1 t , 1 t ’
v(t) = 57 /0 e IR ~ o / O Rt t> (75)

where we extended the lower limit of integration to —oo using the exponential decay factor. The above equation
defines a stationary random process v(t) thus showing that v(t) relaxes to a steady state within relaxation time 7.
One can see that v(t) is a Gaussian random process. Indeed, since exp[—(t —t')/7] changes at a time-scale 7, then
we may write

t t
/ R (T / e IR et (76)
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where (f(t'))as is f(t') averaged over a time interval At with 7., < At < 7. We observe that (f(t'))a: is a sum of
a large number of independent random variables due to 7., < At. Since linear operations over Gaussian variables
preserve Gaussianity, then we conclude that v(t) is Gaussian. The Gaussianity of v(t) could be anticipated based on
our discussion of the behavior of a Brownian particle in a gas: appreciable changes in the particle velocity result only
from summing the impacts of many collisions of the particle with the molecules of the gas. If the latter collisions
are independent then the velocity is given by the sum of a large number of independent random variables and hence
it must be Gaussian. It follows that the single time distribution of v(¢) is determined uniquely by (v) = 0 and the
correlation matrix (v;(t)v;(t)) given by

2 t to
(vivj) = W/ dt2/ dtye” Gt =t)/T 0ty — 1), (77)

where we introduced Cy;(t) = (f;(0)f;(t)) and used that the integrand is a symmetric function of ¢; and to. The
function Cj;(t2—t1) confines the difference to—t1 to ta—t1 S Teor K T so that exp[—(2t—t1—t2)/7] =~ exp[—2(t—t2)/7T].
Introducing s = to — t; we have

g =73 [ deae 0 [ eis = 5 [Conan (78)

— 00

On the other hand, we know from thermodynamics what the limiting distribution of v must be Maxwellian, that is
v is Gaussian indeed with zero average and

0, kT
<Uﬂ}j> = ;\4 . (79)

Comparing Egs. (81) and (79), we conclude that the fluctuating component of the force correlation function must
obey

T oo
=[O = skt (30)
0
Taking the trace of the above equation we find that the macroscopic friction coefficient obeys
L e | ) sy 1)
T 6MET J_ '
Finally, using Eq. (53) we may also write
1 o0
= — . . 2
e IO RAL (52)

Note that the mass cancelled in the last expression as it should: 7 is a property of the fluid and not the particle and
thus it must not depend neither on M, nor on a. In particular, we conclude that the force correlation function must
be such that the above expression is a—independent. The above relation is not the most convenient expression for n
in terms of the equilibrium fluctuations of the system, though it is conceptually the simplest one. Other expression
for n will be considered later.

Equations (81)-(82) constitute a very important result, the so-called fluctuation-dissipation theorem (below the
FDT). The content of the fluctuation-dissipation theorem is a relation between two properties of the system: dissipa-
tion coefficient and system fluctuations in the equilibrium. The dissipation coefficient describes system relaxation to
equilibrium. An example of a dissipation coefficient is the friction coefficient 1/7 in Eq. (53). If we introduce a particle
in the fluid with a finite velocity then, after a while, this velocity disappears due to friction and kinetic energy of
the particle dissipates into heat. Fluctuation-dissipation theorem tells us that fluctuations and dissipation in macro-
scopic systems are essentially equivalent. One direction is clear: if there are fluctuations of the macroscopic variables
from their equilibrium values then there must be a related dissipation that would enforce the return to equilibrium.
Another direction is less obvious: if after a deviation a macroscopic variable returns to its specific equilibrium value
why should this imply that there are fluctuations in the equilibrium? To see the implication, note that absence of
fluctuations signifies infinite memory. On the other hand, dissipation signifies absence of memory or finite correlation
time (we have seen already that finite correlation time is a crucial assumption for our consideration of the Brownian
motion).

The theorem shows that the kinetic coefficients of friction and viscosity, that characterize the system relaxation to
equilibrium and thus a non-equilibrium dynamics, are determined by the equilibrium properties of the system. The
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latter include both the amplitude A of the equilibrium fluctuations of f and their correlation time 7.,,: the integral
in Eq. (81) can be estimated as A%7.,.. For example, the larger A is, the larger momentum is transferred to the
Brownian particle in each elementary interaction with the fluid, and hence the faster deviations of v from zero are
damped or the smaller 7 is. Note that for the FDT to be meaningful it is necessary that equilibrium fluctuations
have finite correlation time, so that there is forgetting of initial fluctuations. Such forgetting intuitively reflects the
same property of the system as the dissipation coefficient and the FDT formalizes this intuition. We shall say more
on this below in the discussion of the Onsager principle. Finally, note that in the end, both 7 and f arise from the
decomposition of the same molecular force F' and thus a connection between them is natural.

G. The connection between diffusion and finite correlation time of particle velocity. Einstein-Stokes
relation.

We saw above that the stochastic dynamics of the form & = £(t), where £(¢) is a random process with a finite
correlation time 7., leads to the diffusive behavior of x(t) at ¢ > 7.,.. Applying this result in the most straightforward
way, we conclude that if a particle velocity in the relation

dx

= w(0), (83)
has a finite correlation time, then, at large times, the particle performs diffusion in the real space. It should be stressed
that the result applies in many different situations. For example it is applicable to the situation when the particle
moves in a fluid which motion is turbulent - in that case v(t) should also be considered as a random process with
a finite correlation time. The difference between different situations will be only in the actual value of the diffusion
coefficient D which is given by

D=1 /ODO<1J(t) v (0))dt, (84)

see Eq. (71) [we assumed (v) = 0]. To apply the result to the Brownian motion we need to verify that v(¢) has a
finite correlation time 7., and find (v(t) - v(0)). We already saw in the previous subsection that initial fluctuations
of velocity decay within a characteristic time 7 so that 7., ~ 7 so let us consider (v;(t)v;(0)). Using Eq. (73) one
finds that the correlation function (v;(¢)v,(0)) obeys

d __wu ), (fi#)e(0)
(B (0)) = — A

(85)

We note that due to causality v(0) is determined by f at negative times. Since f(t) is independent of f at negative
times for ¢ > 7Tcor, one concludes that f(t) and v(0) are independent random variables at ¢ > 7¢o,. It follows that
the average of the product is the product of averages or

(fi(t)v;(0)) = (fi(t))(v;(0)) =0, > Teor. (86)
We conclude that

d i(t)v; (0

— (v (t)v;(0)) = —M, t>> Teor. (87)

dt T
Next we note from the integral representation (79) of v(t) that the characteristic time of variations of v(t) is 7, so
that at t < 7 one has v(t) = v(0) and thus (v;(¢)v;(0)) ~ (v;(0)v,;(0)). As a result we can neglect times of order
Teor < T in the evolution of (v;(¢)v;(0)) and use

d {vi(t)v; (0))
(it (0) ~ L (59)
at any t > 0. The above equation on the correlation function is an expression of the Onsager principle, see below. We

have

(w15 0)) = =/ Oy (0)) = DT P (59)
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Note that the friction coefficient determines the decay of the pair correlation function in time. Using Eq. (87) and
integrating (v;(t)v;(0)) over time, we obtain the Einstein relation for the diffusion coefficient:

_kKT'T

D
M

(90)
The use of the expression (53) for 7 produces the Einstein-Stokes relation that connects the coefficient of particle

diffusion in a fluid and the fluid viscosity

kT
~ 6ma’

D (91)
The above relation is useful for estimating the diffusion coefficient in a fluid with known viscosity, for example water.
Note that, interestingly, D is independent of the particle mass: a particle with a different mass but the same size
would have the same diffusion coefficient.

H. Effective white noise description

We saw in subsection IV E that as far as the statistics at large times is concerned one can substitute the original
noise by the white noise with the same integral of dispersion. The same thing can be done in the calculations above.
Without changing any of the answers one could substitute the original force in the Langevin equation (73) by any
other force f having correlation time much smaller than 7, and obeying ( f) =0 and

[z = [y - 20 MET (92)

T

where we used Eq. (80). In other words, different types of microscopic (fluid) dynamics may lead to the same
macroscopic dynamics (dynamics of the Brownian particle), cf. our treatment of perturbed harmonic oscillator.
To see the equivalence note that both processes lead to Gaussian distribution of the process v(t). As such v(t) is
completely determined by its average (equal to zero) and pair correlation function (v;(0)v;(t)). Since these are also
the same for the two processes, the equivalence follows. _

A particularly convenient choice of f is a Gaussian random force with (f) = 0 and

A0 F () = 26,50(t — )AL (93)

T

The above noise with zero time correlation is often referred to as ”white noise”. The reason for the name will become
clear when we discuss the spectral decomposition of fluctuations. The equivalence of the original f to f above is
really an approximation: the white noise approximation, corresponding to taking the limit of zero 7., /7 just gives the
leading order answers in 7.,./7. For ”real” force f there are corrections both to Gaussianity of v and to (v;(0)v;(t)),
which are small in the parameter 7., /7 < 1.

Thus for the analysis of the Brownian motion we may use the effective dynamics

dv v f

“o_ 2L 94

dt T + M (94)
Often it is the above dynamics with the white noise forcing that is called Langevin equation. From now on we will
mostly use the effective white noise description in Langevin equations and we will omit tildas with no ambiguity. Let
us now show an alternative way to obtain the effective description of the Brownian motion provided by Egs. (93)-(94).

I. The Onsager regression to equilibrium hypothesis and the Langevin equation

The Brownian particle equation of motion written in the form

dv v f

= __;—'_M’ (95)

dt

is but another form of the original Newton equation of motion Mv; = F;. However, introducing the assumption that
the force f has correlation time much smaller than 7 we were able to construct a rather detailed description of the
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motion, reducible to Egs. (93)-(94). In this subsection we will use another assumption on Eq. (95) that will lead us
to the same Eqs. (93)-(94).

We will employ the Onsager regression to equilibrium hypothesis, which is not really a hypothesis as it seems to be
true always. The hypothesis states that small fluctuations decay on average in exactly the same way as macroscopic
deviations from equilibrium. To use the hypothesis we first need to understand what macroscopic deviations from
equilibrium mean. For Brownian motion a macroscopic deviation from equilibrium is the situation where the value
of the particle velocity is well above the typical value due to fluctuations, that is the thermal velocity /kT /M. For
such values the dynamics of velocity is provided simply by non-random dynamics

dv v

— = ——. 96

dt T (96)
Indeed, as we discussed in our derivation of Eq. (53), the equation above holds at large velocities. Formally, this can
be seen by considering the equation on (v) obtained by averaging Eq. (73):

d (v)

Sy = -2 (97)
The equation above reduces to Eq. (96) if initial velocity is much larger than \/kT /M (you are invited to show this in
the homework). The above equation says that the fluctuating component of the force does not influence the decay of
the average (v) to its equilibrium value (v) = 0. This follows from the analysis made before when we mentioned that
the non-random dynamics (53) is valid for large velocities. The reason is that fluctuating corrections have a certain
fixed amplitude and they are negligible for velocities well above that amplitude. Qualitatively, this is natural - the
velocity decay of particles in the fluid does looks deterministic corresponding to ordinary example of friction. Next, to
express the Onsager hypothesis quantitatively we need to make a digression on the definition of correlation functions
in equilibrium.

J. Digression: correlation functions in equilibrium

Let us consider two dynamical variables: functions Fi(t) = Fi[p(t),q(t)] and Fy(t) = Fa[p(t), q(t)] of the phase
space variables of the system. We assume that the system is in equilibrium, say in the canonical ensemble with the
temperature of reservoir 7', and it is characterized by the corresponding equilibrium distribution P.q(p, q) in the phase
space. Now, even if F;(t) are macroscopic with their time averages given by the appropriate ensemble averages (F;),
still their value is not precisely a constant, rather it varies in time being only on average equal to the (F;). We say
that the variables F; fluctuate near the average. For example, if E(t) is the energy of a macroscopic subsystem with
volume Vy,p, of a large closed system with energy E and volume V >> Vi, then on average E(t) = EVyy,/V, while
at any given time F(t) # EViyup/V generally.

Below without any loss we will assume (F;) = 0 which can always by achieved by passing to Fj(t) = F;[p(t), q(t)] —
(F;). Now for each system in the ensemble one has a particular time history of F;(t) and knowing the history of say
F1(t) changes the probability of observing a particular time history of Fy(t). A simple measure of correlations in
fluctuations of Fj is the correlation function

(F1(t)F»(0)) = / dpodqoPeq(po, qo) F1[p(t|po, @o), q(t|po, qo)] F2[Po, qo), (98)

where p(t|po, qo), q(t|po,qo) are the functions that give the time ¢ momenta and coordinates of the particles given
that at ¢ = 0 they are given by pg and qq respectively. These functions, at least in principle, can be determined by
solving the Hamilton equations of motion of the system

op(tlpo,qo) ~ OH 0q(t|po,q0) OH _ _
TR 37q’ T %7 p(0|p07¢I0) = Po, Q(0|P0aQO> = qo- (99)

Operationally, what the above definition of the correlation function does is as follows. At t = 0 each system in the
ensemble has a definite value of momenta pg and coordinates qo. These determine completely the momenta and
coordinates at later times. In particular, for each system in the ensemble the initial values py and go determine
F5(0) = F3[po, qo] and F(t) = F1[p(t|po, q0), q(t|po, qo)]. Taking now the product of the last two and averaging over
different pg, go with their appropriate probability weights produces the correlation function (Fj(t)F»(0)). Clearly,
(F1(t)F»(0)) is a measure of correlations in temporal fluctuations of F;(t). Because equilibrium is a statistically
stationary state the choice of the initial moment of time is not essential, (F}(¢)F2(0)) = (Fy(t + to) Fa(to)) for any to.
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The latter equality can be seen directly by using p(¢|po, go) = p(t + tolto, Po, qo) and q(t|po, qo) = q(t + tolte, Po, qo)
with the appropriate definitions of p(t + to|to, Po, go) and g(t + to|to, Po, o)

Let us now apply the definition above to the Brownian motion problem. The equilibrium system in this case is
the composite system ”fluid plus particle”. The dynamical variables of this system are the fluid particles momenta
and coordinates, p and q respectively, and the velocity v (equivalent to momentum) and position @ of the Brownian
particle. The equilibrium distribution function obeys the decomposition

Peq(paqavam) = PM(U)P(pvqam)v (100)

where Pjys(v) is the Maxwell distribution at the system temperature T'. Let us now consider the correlation function
(v;(t)v;(0)) that describes the correlations in the fluctuations of the Brownian particle velocity. These fluctuations
can be easily illustrated for a gas: though on average v = 0, still the bumps exerted on the particle by the gas
particles are almost always not in the precise balance and particle velocity gets increased in some directions, then
decreased back and so further. Now applying the general definition of the correlation function (98) to two functions

Fi[p(t), q(t),v(t), 2(t)] = vi(t) and Fy[p(t), q(t),v(t), (t)] = v;(t) we get
(vi(t)v; (0)) = /dpoqudvodwopM(’Uo)P(PmqO,wo)vi(ﬂpo,tIo,vo,wo)vw = /dvoPM(vo)Hi(ﬂvo)voj, (101)
where we used Eq. (100) and defined the conditional average
Hi(tlvo) = /dpoqudwop(PoaqO,wo)Ui(t\PO,QOyvo,330)~ (102)

We are now ready to formulate the Onsager hypothesis.

K. The Onsager hypothesis

From the fact that Brownian particle obeys at large velocities the simple friction equation (96) it follows that

dH;(tlvo) _ Hi(t|vo) (103)
dt T

at sufficiently large vy and not too large t. Now, equation (96) describes the system (fluid plus particle) relaxation
to equilibrium after the creation of an initial macroscopic deviation in the particle velocity. On the other hand, the
initial fluctuation of velocity could arise just ”by itself” because the system fluctuates even if in equilibrium. The
fluctuation does not mean (v(t = 0)) # 0, it only means that v(¢ = 0) is generally non-zero for most of the systems
in the ensemble. Still if say initially v, (¢ = 0) is positive one expects that this positive value would be forgotten in
time, it would decay in some sense just like (v). The Onsager hypothesis quantifies this expectation. The hypothesis
extends Eq. (103) to arbitrary vg and ¢. This extension is rather natural because H;(t|vg) is quantity which is already
averaged over the states of the fluid and thus the equation on H;(¢|vp) in contrast to the equation on v should not
involve any corrections due to fluctuations.

By Eq. (101) Eq. (103) implies that the correlation function (v;(t)v;(0)) satisfies an equation of exactly the same
form as Eq. (97), namely:

d (vi()v;(0))

(e (0)) = — PO (104)
While the above equation could be derived from the Langevin equation (73), here it does not involve an explicit
consideration of the decomposition of the forces employed in (73). One can say that the Onsager hypothesis postulates
Eq. (104) instead of postulating that the force in the Langevin equation has correlation time much smaller than 7
which is the assumption we used before. Obviously, Eq. (104) implies

(ws(0)e3(0)) = ™17 un(0)y (0)) = 70,5 (105)

where we used the equipartition theorem. Now, in contrast to our derivation of the above result from the Langevin
equation, here the above equation becomes the starting point of the analysis of Brownian motion. If one starts with
the above equation and introduces the force f by Eq. (95) then it holds that f has the same statistics as the white
noise f introduced before. This can be verified directly with the help of Eq. (75) or by another method that we pass
to consider.
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L. Spectral decomposition of fluctuations

Definition of the spectral decomposition and the spectrum.... The noise is called ”white” because it contains all
frequencies just like white color contains all colors...

M. Relaxation to equilibrium and Newton’s law of cooling

As an introduction to the theory of thermodynamic fluctuations considered in the next Section, let us consider the
evolution of (v2(t)). We have
d, o dv 2(v?) | 2(w(t) - £(1))
= ) =2v . =) = — 1
SR =20 )y = -2 4 AT (106)
where we used Langevin equation (73). To find the average appearing in the last term above we use the explicit
expression (79) for v(t). We find

1 [t /

(v(t) - (1)) = (v(0) - F(£)e T + M/ eI - F(1)dt. (107)
0

The average (v(0) - f(t)) already occurred in our treatment of (v;(t)v;(0) where it was shown small at ¢ > 7.,,. On

the other hand for the last term above, using that the correlation function in the integrand decays fast at t —t' > 7.0,

where 7., < T, we obtain

I / I 3kT
. —(t—t")/T N Iy . r_ ot 1
3 | ) ganar~ 5 [ ) s = 2 (108)
where we used the FDT in the form of Eq. (81). It follows that we may rewrite Eq. (107) as
2 [(v?) — 3KT /M
%<v2(t)> S /M] (109)
T

The above equation describes exponential relaxation of (v%(t)) to its equilibrium value 35T /M given by the equipar-
tition theorem. It can be given a suggestive form if we formally introduce the temperature of the Brownian particle
T'(t) by reverting the equipartition theorem (cf. our definition of temperature for an ergodic system given by Eq. (31)

M (v2(t))
3k

Then, designating for the purposes of this subsection the fluid temperature by 7., with subscript standing for ”envi-
ronment”, we find that T'(t) obeys

T(t) (110)

T T-T, B
= - y Trel =

T
dt Trel 2 '

(111)

It follows that the evolution of (v2(t)) can be seen as a relaxation of the ”temperature” of Brownian particle to the
temperature of the environment T, (here the environment is nothing but the ambient fluid).

The above law, though it was obtained in a particular case and somewhat artificially, is in fact a general law that
was discovered by Newton. Newton’s Law of Cooling states that the rate of change of the temperature of an object
is proportional to the difference between its own temperature and the ambient temperature (i.e. the temperature of
its surroundings).

In particular the law applies to the following situation. Consider a subsystem of a large system at equilibrium at
some temperature. Assume that the subsystem, though it is much smaller than the whole system, is sufficiently large
so that we can speak of its temperature. Now if for some reason the temperature of the subsystem T,; deviates from
the temperature of the whole system T, then a relaxation process starts, and it also obeys the Newton law

deub Tsub — Te

= — - 112
dt Trel ’ ( )

with some 7,.;. Again one can neglect here the minute variations of the temperature of the whole system and consider
it constant throughout the process. Now a possible source of the deviation of Ty, from T is just natural fluctuations
in the system: all thermodynamic variables (and T,y is a one) fluctuate in equilibrium and only on average they are
equal to their values provided by thermodynamics. This brings us to our next subject - the theory of thermodynamics
fluctuations that will be discussed after the following exercise using the theory of Brownian motion.
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N. An exercise: dumbbell model of a polymer

Consider a simple dumbbell model of a polymer that consists of two identical spherical particles with radius a
connected by a spring with spring constant k. The dumbbell is immersed in a fluid. One can assume that random
components of the force acting on each spherical particle are independent and given by a white noise. In all parts of
the problem one can neglect the hard spheres interaction of the particles. The fluid temperature T" and mass M are
known.

A. Use the equipartition theorem to obtain the equilibrium average value of the relative coordinate between the
particles.

B. Write down the Langevin equations of motion on the center of mass and the relative coordinates of the particles.
Which one of them performs diffusion and which does not? What is the diffusion coefficient and how is it related to
the diffusion coefficient of the single sphere? Using the expression for relaxation time provided in class determine if
the diffusion coefficient depends on the mass of the particles.

C. Derive the spectrum of fluctuations of the relative coordinate and determine the corresponding correlation
function as a function of time. Is the result of A reproduced?

D. Derive the correlation function of the relative velocity. Can you see from this expression that relative coordinate
does not perform diffusion at large times?

E. What is the equilibrium distribution function of the coordinates and velocities?

Solution.

A. The Hamiltonian of the system is

H=—+-= 113
2M + 2M + 2 (113)
By the equipartition theorem each degree of freedom above gets energy kT/2 so that
3kpT
(s — ) = 2L (114)
B. The Langevin equations of motion on each particle are
dv; v; 1 0 k(ﬂ?z _w1)2 fz
N AR 11
dt T Moz, 2 + M’ (115)
where f; are independent noises with pair correlation function
MkgT
(F(0) f15(1) = 20,56t = ) ==, (116)

and similar expression for fo. The center of mass velocity V' = [v1 + v2]/2 and coordinate X = [x1 + x2]/2 satisfy

d dX
V__K_Fi 7:‘/7 :#_

av 11
dt T M’ dt (117)

The relative velocity v = v — v and coordinate x = x5 — 1 obey

dv v 2kxr h dx

T s T Y h = f2 - fi. (118)
Note that the noises g and h are independent (g;h;) o (f1ifi;) — (foif2;) = 0. It follows that the center of mass
performs diffusion just like in the analysis in class, Wlth the diffusion coefficient D = kgT'7/2M, that is one half the
diffusion coefficient of the single sphere. The latter formula can be seen by noting that (g;(t)g;(t )> (fri(t) f25(t"))/2
which is equivalent to the renormalizing the temperature by factor of two. Note that the rebult is independent of
the spring constant: center of mass motion does not know about the interactions. In particular the same diffusion
coeflicient would hold for particles that don’t interact at all as follows from

(X20) = & [@30) + @30 + 2@ (1) - a(t))] ~ L) Dt (119

where Dy is the single particle diffusion coefficient, (z2(t)) ~ D4t. Above the approximation holds at large times and
we used that @; are independent for non-interacting particles so that (a1 (¢) - 2(t)) = (@1(¢)) - (x2(t)) = const by
conservation of (z1(t)). Also note that the center of mass diffusion coefficient is equal to the diffusion coefficient of
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the particle with twice the mass of each particle. Finally, the diffusion coeflicient is independent of the mass of the
particles (cf. the Einstein-Stokes relation), since 7/M = 1/6mna is independent of it.
C. Passing to Eq. (118) we observe that it can be written as

d’x  ldxr 2kx h

e tad . 120

T I VA Vi (120)
Performing Fourier transform of the above equation we find that in the steady state (where homogeneous part of the
solution of the above equation can be dropped) we have

L ] hw)
{ w - + M] z(w) = i (121)
It follows that the spectrum of @ defined by

(zi(w)z; (W) = (2m) Eij(w)d(w + '), (122)
obeys

) 2 h
2 W % 3 _Eij(w)
‘ — Tl Bulw =5 (123)

where EJ(w) is the spectrum of h that obeys

; ; AMERTé;;
Esz/mmmwMMﬁ:gﬂmwhmMMﬁz—a?d- (124)
For the pair-correlation function of & we find
*° it dw  AkpTé;; [ e~ Wt dw
(zi(t)z;(0)) = / Eij(w)e ' — = ’ / 2 2on
—o0 2m Mt J_ o |—w? —iw/T + 2k/M|" 27
 2kpT6;; (" dw expliwt] 1 B 1 (125)
M iemoo 2T w w2 —iw/T —2k/M  w?+iw/T —2k/M |’

where in the last line we used that the integral is an even function of ¢ which can be easily seen from the expressions
in the first line. We also raised the integration line in the complex plane by an infinitesimal amount for convenience
in the following calculations. We note that we can close the contour in the upper half-plane and by Cauchy theorem
transform the integral into the contribution from the poles of the integrand. Noting that the poles that come from
the last term are always in the lower half-plane we obtain

2kpTd;; [T dw expliwt] 1
i(Hx;(0)) = /=1 — . 126
{s(t);(0) M iemoo 2m w  w? —dw/T—2k/M (126)
Note that by differentiating exp[iwt] in the integral one has
2 1d 2k 2kpTdi; [*™ dw expliwt]
o222 s , _ _ BT e et 192
[dtQ tra T M} (:(0)z(0)) M ) 2w ow (127)

where the first term in brackets acts on the correlation function as an operator. At any ¢ > 0 one can close the contour
to see that the integral in the RHS of the above equation is zero. This is not surprising: by Eq. (120) we have

[d2 ld 2k

Gt 3t gp] em(0) = BONO0, (128)

M

where the last term vanishes at ¢ > 0 because h(t) is d—correlated in time, while 2(0) depends only on h(t) at t <0
leading to (h;(t)z;(0)) = (h;(t))(x;(0)) = 0. Returning to Eq. (126) and introducing

) /1 2k ) /1 2k
wl—§+ *F+M7 Wlfﬂf *477_2+M7 (129)
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we have
2kpTd;; [T dw expliwt] 1 1
J(H)2(0)) = 28 - — . 130
{wi(t)z5(0)) M iemoo 2Mw(w; —ws) |w—w1  w—ws (130)
The above integral is readily expressed in terms of the contributions of two poles as
2kpTé;; [exp [iwrt]  expliwat] ]
z;(t)x;(0)) = J — . 131
(a0, 0) = s | 0 - (131)

which is our final answer. The above expression must be real which can be checked by considering separately the
cases where the square root in Eq. (129) is real and purely imaginary. At t = 0 we have

2%pTs;  kpTéi

(()z(0)) = — = : 132
(w0 (0)) = - 2200 - o (132
which reproduces Eq. (114) after taking the trace. We also have from Eq. (131) that

d 2kpTd;;

—A(zi(t)z;(0))]t=0 =

p [i expliwt] — i expliwat]] [t=0 = O. (133)

M(w1 — CL)Q)
Observing that d/dt(z;(t)z;(0))];=o is nothing but (v;(0)x;(0)) we see that the above agrees with the result obtained
from the equilibrium statistical mechanics dictating (v;(0)x;(0)) = 0. Note that Eq. (128), together with the last
two equations considered as input from equilibrium statistical mechanics, could be used as an alternative way to
determine (x;(t)z;(0)). This would necessarily lead to Eq. (131) showing the consistency of the whole calculation.
In particular, (z;(¢)z;(0)) considered as a function of ¢ describes an unforced damped harmonic oscillator with zero
initial velocity and finite deviation from zero. Finally, this is nothing but an expression of the Onsager principle,
stating that (z;(¢)x;(0)) should relax in the same way as z;(t) in the absence of the random force.
D. For the correlation function of the relative velocity in the steady state we have

d d d?

(vi(t1)v;(t2)) = Tu@<xi(tl)xj(t2)> = _Tt%<xi(tl)xj(t2)>a (134)

where we used that in the steady state (x;(t1)x;(t2)) is a function of ¢, —¢; only. Using the expression for (z;(t)z;(0))
we obtain

(v (t)0;(0)) = 2 T5:;

-z (@i(t)w;(0)) = Mo — o) [wre 2kpTd;; O

iU.)zt] _ —

o iM(w1 —(.UQ) ot

iwit wWoe [ iwit eint] )
The above way of determining the correlation function of the process derivative from the correlation function of the
process itself holds for stationary processes generally. Again one can check that the expression above is real. We
observe that the diffusion coefficient D which is proportional to [, (v(t) - v(0))dt vanishes identically for the velocity
correlation function above. The correlation function is not sign-definite in this case: it changes sign which signifies
that there are anti-correlations in velocity. Such anti-correlations are natural consequences of the spring that after a
while causes the reversal in the original direction of motion of the oscillator. Note that vanishing of D is necessary
for consistency: otherwise the fluctuations of  would have to grow diffusively at large times.

E. The equations on all quantities, both coordinates and velocities, belong to the general type of equations of the

type

db -
= = Mb+ 1
o b+ f, (135)

where b(t) is some vector, M is a constant matrix and f is a vector of random forces assumed Gaussian. The above
equation leads to the following expression for b in the steady state (assuming that the latter exists):

t
b(t) = / expl(t — )N (¢))dt" (136)
— 00

It follows from the above expression that b(t) is a linear functional of a Gaussian process and hence it is also Gaussian.
We conclude that the statistics of , X, v and V are all Gaussian and thus determined uniquely by the averages
and the dispersions. These can readily found using equipartition theorem and the description of diffusion that was
provided in class. Note that though for X there is no steady state still Gaussianity applies as was shown when the
diffusion was discussed.
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V. THEORY OF THERMODYNAMIC FLUCTUATIONS AND LINEAR LANGEVIN EQUATIONS FOR
SLOW VARIABLES

It turns out that the Brownian motion considered in the previous Section is a prototype problem for the general
theory of thermodynamic fluctuations near equilibrium. Let us start with an example.

A. Brownian motion of other variables

Consider a first-order isomerization reaction between two species called A and B. We denote the number of
molecules of each species by the same letters. Note that both, A and B are macroscopic variables of the order of
Avogadro number. The basic rate equations are

dA dB
— = —-kA+ kB, — =—koB+kA 137
at 1A+ k2D, i ob + k1A, (137)
The coefficients above are such that to ensure the conservation of the total number of molecules A+ B. The equations
have equilibrium solution A.q, Beq satisfying the equilibrium condition k1 Ay = k2Beq. Using the conservation of
A+ B we may substitute two equations by one. Introducing the deviation C' from equilibrium, C' = A—A., = B— B,
we find

dcC
dt
Thus the macroscopic deviation from equilibrium decays exponentially. Now if the system reaches thermal equilibrium

then by the general FDT there are fluctuations and in particular (C?),, is of the order of Avogadro number and cannot
vanish. The Onsager hypothesis leads to the following correlation function of fluctuations

= — (k1 + k2)C. (138)

(COC(1')) = (C?)eqe k=1, (139)

Obviously, Eq. (138) cannot lead to the above formula. As in our discussion of the Onsager hypothesis for Brownian
motion to account for fluctuations a random force or noise term should be added to the basic kinetic equation (138):
e
dt
The force 6F(t) describes the molecular source of fluctuations. To have the correct equilibrium behavior we must
impose the FDT in the form

= —(k1 + k2)C + 6F(1). (140)

(SF(1)SF () = 2(ky + k2)(C?)egd(t —t'). (141)

Thus observation of particle number fluctuations over a very long time can be used to find a rate constant. Let us
now generalize the above example.

B. General equation for slow variables near equilibrium

Both the Brownian motion and the example above are particular cases of a very general dynamics holding near
equilibrium. This dynamics holds for slow or macroscopic variables. These variables are such that they change but a
little at time-scales sufficient for the rest of the system to relax to what is called the state of ”partial equilibrium”.
In the latter state the rest of the system can be characterized by a certain statistical ensemble which depends on the
values of the slow variables as parameters. Let us designate the slow variables by z; and assume that we already
subtracted the average so that equilibrium values of x; are zero. For example, components of velocity of Brownian
particle are slow variables. The variables x; have a characteristic time 7 during which they relax to their equilibrium
(zero) values if excited initially. Now if 7 is much larger than the relaxation time of the rest of the system then the
latter would be all the time in a ”quasiequilibrium” state determined by the instantaneous values of x;(t). In other
words, the rest of the system, ”fast variables” will be enslaved by slow variables, cf. our discussion in the first Section.
If we now write equations of motion for slow variables then they are closed - the impact of fast variables on the slow
ones is determined only by the values of the slow variables which enslaved the fast ones. As a result, the equation of
motion on x; takes the form

dx i
dt

= Ri(x1,22, ..., 2pn), (142)
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where the function R; is determined by the partial equilibrium state of the fast variables. If we consider small

deviations from equilibrium, then we can expand R; in Taylor series. Keeping only the lowest order term we find
d!L‘i
dt

where the summation convention over repeated indices is assumed. To explain the above notions, we consider again
the example of Brownian motion.

= _Aikxkv (143)

C. The Onsager reciprocal relations

We have seen above that the relaxation of the slow variable v obeys the equation ©; = F;(v)/M, where the force
F(v) in linear in a range of velocities far exceeding the characteristic thermal velocity. The equation on v gets closed
because the state of the fast degrees of freedom of the system - the degrees of freedom of the fluid - is determined
uniquely by v, see Egs. (?77). As a result the force which the fast variables exert on the slow variable is determined
by the latter uniquely, leading to an equation of the type 0; = F;(v)/M.

Generally the theory of fluctuations of slow variables near equilibrium assumes the generalized force equation (142)
where the "force” R;(z1, 2, ..,z,) obeys

Ri(x1,22,..,2n) = —AiTr, |2 < 2o, (144)

with x > max(x?)!/2. The above condition guarantees that equilibrium fluctuations all occur in the region of linear

reaction of the system and it allows to employ the linear relaxation equations (143) in the range max(z?)'/? < |z;| <
xo. Let us stress that the latter equations are deterministic and hold for every realization of the relaxation process.
We also stress that is assumed that x; represent a complete set of slow variables, i. e. x;(t) characterize the relaxation
process completely and no additional deviations from the equilibrium arises (to give a simple example: the relative
coordinate in the dumbbell model of the polymer is not a complete set of slow variables as its excitation also leads to
the excitation of the relative velocity).

Different time correlation functions ¢;;(t) = (x;(¢)x;(0)) obey special symmetry properties following from the time
reversal symmetry of the microscopic dynamics. Since by the Onsager principle these functions satisfy

dt
then the coefficients \;; must obey a constraint ensuring that the correlation functions obtained via the equation
above obey the required symmetry properties. Let us derive this constraint.
By the stationarity of the equilibrium state we have that (x;(t)x;(0)) = (z;(0)x;(—t)) or ¢;;(t) = ¢;i(—t). Formally
this property could be seen by considering the pair correlation function of two dynamical variables F;(p, q) as it was
defined by Eq. (98), which we for convenience reproduce here

= —AikPkj> (145)

(F1(t)F2(0)) = /dponOPeq(PmQO)Fl[P(ﬂpo,lIO)7CI(t|P0,QO)]F2[P0,(I0]~ (146)

Let us introduce new integration variables p’ = p(t|po, qo) and ¢’ = q(¢t|po, go). Then because the Hamiltonian in the
equations of motion has no explicit time dependence, one can write the inverse transformation as py = p(—t|p’, q’)
and go = q(—t|p’, q¢') which leads to

(F1(t)F2(0)) = /dp’dq'Peq(p’,q’)Fl ', q'|Fa[p(—tp’.q'), q(~tp’, q)] = (F1(0) Fa(—1)), (147)

which is the desired relation. Above we used that the stationary probability weight is conserved along the dynamical
trajectory, Peq(Po, go)dpodqo = P.q(p’,q’)dp’dq’. To derive the relation due to the time reversal symmetry, we make
another change of variables in the integral in Eq. (146): we switch from py to —pg, leaving g intact. Noting that the
time-reversal symmetry of mechanics implies

p(t| — Po,q0) = —p(—t|Po, @), a(t| — po,qo0) = q(—t|po, qo), (148)

(the functions on the RHS of the above equations satisfy the Hamilton equations (99) with initial conditions (—po, go))
we find

(F1(t)F2(0)) = /dpoquPeq(—pmQO)Fl[—P(—t\po,QO)7Q(—t|po,qO)]F2[—po7qO]- (149)
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If neither a magnetic field nor an angular rotation are present in the system, then the equilibrium state is time-reversal
invariant, Pey(—po,qo) = Peq(Po, qo)- If in addition both dynamical variables are either invariant under time-reversal
(Fi[—po, go] = Fi[po, qo]) or both change sign under time-reversal (F;[—po, go] = —F;[Po, go]) then we obtain

(F1(t)F5(0)) = /dpodqueq(pmqo)Fl[p(*tlpmqo),q(*tlpo,qo)}Fz[po,qO] = (F1(0)Fy(t)), (150)

where we used stationarity. It follows that for two variables z;, x; with the property above one has ¢;;(t) = ¢;;(¢)
that is the matrix ¢;; is symmetric. In the case that one of the variables changes sign under time-reversal while the
other does not, one would obtain antisymmetry ¢;;(t) = —;;(t). Finally, if magnetic field or angular rotation are
present in the system, then P.,(—po, go) = Peq(Po,qo) no longer holds true. However, taking as example the case
with a magnetic field H, and considering P., and ¢;;(t) as functions of H, one can generalize the above relations
employing Peq(_p07q07_H) = Peq(p07q07H)~ R

The symmetry of ¢;;(t) implies by Eq. (145) that exp[—¢A]¢(0) must be a symmetric matrix, where $(0),; = (zi2;)
is symmetric by definition (we designate matrices by hats). The corresponding implication for the coefficients \;;
is expressed most clearly by introducing conjugate thermodynamic forces as follows. We note that the state with
given values of x; is a non-equilibrium state, the partial equilibrium state mentioned before. One can associate a
well-defined entropy with this partial equilibrium state which will be a function of z; only. In the Brownian motion
example, this entropy is the entropy of the fluid which hydrodynamic state is imposed by the value of the slow variable
so that S = S(v). In general, we introduce entropy S as a function of x;. This function S(x1,z2, .., 2, ) is maximal at
z; = 0 so that its general expression at small z; is

1
S = Seq — §ﬁijxi$]’7 (151)

where the positive definite matrix 3;; is symmetric. The above quadratic approximation to entropy normally ap-
plies in the same range of x; as the linear approximation to the force given by Eq. (144). We now introduce a
thermodynamically conjugate variable to xz; by

oS

At equilibrium z; and X; vanish simultaneously. Now we may rewrite Eq. (143) in terms of X; as

The coefficients v;; are called kinetic coeflicients and the Onsager reciprocal relation states that these coeflicients are
symmetric,

Vig = Vi (154)
To see the above relation we note that Eq. (153) by the Onsager hypothesis implies that
i (t) = (exp[—t4]) o (Xkj)eq- (155)

The crucial observation is that the equilibrium averages (X2 ;j)eq Obey (X3 ;)eq = 0kj, that the implies Eq. (154) by
the equation above and ¢;;(t) = ¢;;(t). The latter identity is a consequence of the Einstein formula that states that
the probability density function of slow variables in equilibrium satisfies

1
P(x1,x9,..,&y) X eS@2n) o oxp {2B¢jx¢xj] . (156)

The formula can be seen as the statement of the microcanonical ensemble that the probability of given values x; is
proportional to the volume of the phase space (or the number of states) corresponding to those values (remind that

entropy if the logarithm of the number of states). Introducing §S = —f;;x;x;/2 and normalization factor N one has
1 968 1 0]
(e X)) = —N/xka—xie‘ssd:c ==~ /xk oz, eO¥dx = 6y, (157)

where we integrated by parts using the normalization of the probability. For the entropy production rate we have

s 9s

& og, T TN = 7 XX (158)



28

It follows that v;; must a positive definite matrix. Note also that the above relations are completely symmetric with
respect to the exchange of x; and X;, one has:

1
2

/Binginv Li = 05 ﬁ = ﬁXz = —2; X;. (159)

5= Seq = X, @ ox,

This symmetry reflects that both z; and X; can be considered as non-equilibrium coordinates on equal footing.

D. The general fluctuation-dissipation theorem

The linear relaxation equations described above apply at x; > (z2)!/2. When x; become comparable with the
typical amplitudes of their thermal fluctuations, one needs to introduce into the equations a random component of
the force which does not vanish in equilibrium with x; = 0. This is just like in the case of the Brownian motion. The
resulting general Langevin equation reads

dx

= = w+F(), (160)

where A is a matrix with coefficients A;; and F' is a random vector force with pair correlation
(F;(t)F;(t')) = 2B;;6(t — t'). (161)

Note that by definition B;; is a symmetric matrix. We now determine the amplitude B of the force fluctuations
in terms of A\ and equilibrium fluctuations of x;, thus generalizing the fluctuation-dissipation theorem we had for
Brownian motion. For a system that approaches equilibrium all eigenvalues of A must have a positive real part,
however they can be complex (cf. the dumbbell model of the polymer considered in class). Then the contribution of
the initial conditions in the solution

t
x(t) = e x(0) —I—/ dse” =N (s) (162)
0
of Eq. (160) decays at large times and the steady state expression for & can be written as
t
x :/ dse (=9 F(s). (163)
—0o0

This leads to the following expression for the equilibrium correlation matrix M;; = (z;x;):

t t ,
M;; = / ds / ds'e;jt—WFk(s)ﬂ(3’)>e;j<t—s”T, (164)

where T stands for the transpose. Averaging the above equation with the help of Eq. (161) and changing the
integration variable, we find a matrix relation

o0
M=2 / dte=*Be " (165)
0
To evaluate the time integral we consider the symmetrized matrix AM + M AT that is given by

oo o0 oo

d

AM + MAT =2 / dthe A Be " 12 / dte=*BeN\T = —2 / dtae’t’\Be*t’\T — 2B,
0 0 0

where the contribution of the upper limit of integration vanishes because the eigenvalues of A\ all have positive real

parts. We find the fluctuation dissipation theorem, which expresses the amplitude of the fluctuations of the random

force in terms of matrix of the ”friction” coefficients A and the equilibrium correlation functions M:

AM + MM =2B. (166)

Note that by their definition as the second moments, both M and B are symmetric while generally A is not. Using
Einstein formula for the probability density function of x;

1

1
P(x1,22,..,0y) = N &P |:_2ﬂijxi$j:| , (167)
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one has M;; = ﬂigl. It follows from the definition of the kinetic coefficients that (AM);; = /\ikﬁk_jl = ;. It follows
that

By = 1Tt ; iy (168)
In the case where time-reversal symmetry implies symmetry of (z;(t)z;(0)), we have that 7 is a symmetric matrix
and B is just equal to :

Bij = ij, (169)

that is the kinetic coefficients give directly the amplitude of fluctuations of the random component of the force.

E. Generalization to fields

Among the most important and interesting applications of the general theory of fluctuations of slow variables near
equilibrium is the application to the case where the slow variables experiencing relaxation are fields. An important
class of such fields is provided by densities of locally conserved charges, see the next subsection. It is therefore
important to generalize the relations of the last subsection to this case. Here part of the indices of the set of slow
variables is continuous with spatial points playing the role of these indices. We consider the general case where the
slow variable is a vector field ¢;(x). The field relaxation to its equilibrium (mean) value ¢;(x) = 0 is described by
the general linear equation

0¢i(x,t)

s /&me¢mn@ (170)

The expression for entropy in non-equilibrium state defined by a macroscopic deviation of ¢;(x) from equilibrium is
given by

1
S =5, [ @) (@20 (@)deda, ()
where f3;;(x, ') is a symmetric kernel. The force <I>Z(:c) thermodynamically conjugate to ¢;(x) is
bi(2) = 55 = [ Bl )y, (72)
We have
; Doo; e = =6;;0(x — '), 173
(@), (@) = = [ Do () o™ = (20 = 88l ) (173
where D¢ is a functional integral. If we define linear operator 4 by the equation
% = - /71]($7$/)¢l(w/)dwl = _’AY¢7 ’yij(w7xl) = /dw/l)‘ik(wiu)ﬁ_l(wu7w/)a (174)
then the use of the Onsager hypothesis gives
(¢i(z,t)pj(x’,0)) = exp [—t9] (z, x'). (175)

If the symmetry properties of ¢;(x) under time-reversal are the same then Lisa symmetric operator which means that
its kernel v;; (@, ') does not change under the interchange of ¢ with j and = with &’. Straightforward generalization
holds for the cases of different time-reversal properties or to the cases with a magnetic field or an angular rotation.

F. Locally conserved charges as slow variables. Diffusion equation

A very important application of the theory of fluctuations of slow variables is the description of near equilibrium
fluctuations of locally conserved charges. A locally conserved charge p(x,t) is a field which microscopic equation of
motion has a form

dp(x, 1)

5 +V - j(z,t) =0, (176)
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where j(x,t) is called a current. The above equation is a local conservation law: it is not only that [ p(x,t) is
conserved but it is conserved locally. The "amount” of p inside any volume V' changes only due to the flux through
the boundaries

d
— [ plx,t)de = — /j -dS. (177)
dt Jy

Thus, while conservation of the total amount f p(x,t) allows p to disappear in one region and reappear in a completely
different region, the locality of the conservation law forbids such a possibility: the charge must pass through the
intermediate regions. One can say that the charge flows. Consider as an example quantum mechanics of a single
particle with wave-function ¢. Naturally, [ |v|2da, which describes the total probability to find the particle anywhere
in space is conserved and equal to one. However, its conservation by itself does not guarantee that the particle will
not disappear in one region and reappear in another, faraway, region (which would make things look quite like magic),
it is the fact that |¢)|? satisfies a law of the form (176) that guarantees that. Thus locality is a very essential physical
property. Other examples of locally conserved charges include densities of mass, electric charge, momentum, energy,
spin etc.
Locally conserved charges are natural, universal examples of slow variables. Applying Fourier transform to Eq. (176)
one has
M =ik - j(k,t). (178)
ot
Thus non-equilibrium perturbations of a locally conserved charge which have a sufficiently long-wavelength (small k)
will always decay slowly. Hence these are slow variables and the theory we described above should apply to them. As
a first example of the use of the theory let us consider a fluid of particles where each particle carries a definite value
of magnetic moment along some fixed axis. It is assumed that the magnetic moment of each particle is not changed
by interactions with other particles. Then the (locally conserved) density of magnetic momentum is

N
plx,t) = Z m;id[x — x;(t)] (179)
i=1

where particles magnetic momenta m; obey m; = £|m| and the total magnetic moment is zero, Y m; = 0. If we
now create say a periodic perturbation of p(x,0) in space such that the wavelength is sufficiently large then the
relaxation of this perturbation is going to be slow. More generally, we may consider p(x,0) such that its Fourier
image is supported mainly at small wave numbers. We consider near equilibrium fluctuations in the range where
linear decay law holds while the fluctuating component of the ”force” can be neglected. The theory of slow variables
says then that p(x,t) satisfies a closed equation which signifies that j(x, ) should be expressible in terms of p(z,t).
The corresponding relation between j and p is called a constitutive relation. Since the equations on p must be linear,
the most general form of the constitutive relation is

il 1) = / da' Ki(a, 2')pla 1) (180)

where K is some kernel which due to the spatial homogeneity of the equilibrium state depends only on the difference
of coordinates, K;(x,x’) = K;(x — ). Since in equilibrium with p(x,t) = const there must be no current we have

/dwKi(:c) = 0. (181)

While some exceptions to the equation above are possible (where the current has a non-vanishing constant component),
in general the equation holds true. We now make an assumption, which is normally true, that the kernel K has some
finite range [ (if there are fluctuations of p far away, the current here can be neglected). Then for sufficiently long
wavelength perturbations of p with A > [, the Taylor expansion of p in the integrand will produce the leading order
expression for j(z,t) in the small parameter [/A. We have

ji(z,t) = /d:c’Ki(m —a') [p(a,t) + (x) — x;)V;p(x,t) + ..] ® =Dy V;p(x,t), Dij= /Ki(:c)xjdm (182)

where we took into account Eq. (181). If in addition the system is isotropic then K;(x) = ;K (|z|) and D;; = Dd;;.
We conclude that for isotropic system with a kernel K vanishing fast outside a finite range of interactions, the current
associated with a slowly varying in space, non-equilibrium distribution of concentration is

j(z.t) = —DVp(.1). (183)
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The above expression can be understood as follows. When the field p relaxes to its equilibrium value, it does so
slowly, so that the rest of variables of the system are enslaved by p, in particular, the current j. This current should
determined by p locally because the exchange of p between different parts of the system takes place locally. As the
gradients of p are small, it is enough to take the first nonvanishing term in the expansion in the powers of the gradient
which has the general form —DVp with some coefficient p. The above expression for the current leads to the diffusion
equation for p,

o _

2
5 = DV°p. (184)

so that we recognize that D is in fact the diffusion coefficient of magnetic momentum. For the low wave-number
Fourier components of p, which are the slow variables behind the treatment, the above equation implies that

op(k,t
p(T’) = —Dk’p(k,t), kl < 1. (185)
The above equation is completely analogous to the equation & = —Az on a single slow variable z. In fact, we could

write Oip(k,t) = —A(k)p(k,t) as a particular case of the general equation (143) without any preliminary treatment
- the excitation of p(k) does not lead to an excitation of other Fourier harmonics of p by the spatial homogeneity.
Indeed, the latter implies that the general form of the equation on p is dip(x,t) = [Ax — a')p(x’,t)da’ which
Fourier transform is dip(k,t) = —A(k)p(k,t). Now just as the equation & = —Az holds only for x in the range
<:c2>1/ ? <« |#| < wpiin where x,, gives the limit of applicability of linear approximation to the relaxation, so
Eq. (185) holds for {|p(k)|?) < |p(k)| < pniin(k), where pniin (k) is the limit of applicability of linear approximation.
The non-trivial information contained in the diffusion equation is that the leading order behavior of A(k) at small
k is M(k) = Dk?. Clearly, this has the form of the leading order term in the Taylor expansion of A\(k) that takes
into account A(k = 0) = 0, where the latter demand is a consequence of the exact dynamical equation (178). We
observe that diffusion equation should hold, as it does indeed, in a great variety of situations. It provides a universal
description of a linearized decay of a scalar field, which zero wave-number Fourier is conserved, under the assumption
of spatial homogeneity and isotropy (the latter demand, leading to A’ (k = 0) = 0, ensures that the first order term in
the Taylor expansion of A(k) vanishes). An additional, most crucial assumption here is that A(k) is analytic at k = 0,
which is by no means evident. Note that the physical meaning of the approximation \(k) ~ Dk? is easier understood
in real space, where one sees that the condition of small k is kIl < 1 where [ is the range of the current kernel.
Equation (185) implies that the Fourier harmonics of p(r,t) decay exponentially according to

p(k, 1) = expl~t/7ilo(k,0), 7 = (D). (186)

Thus p(k,t) relaxes within a characteristic time-scale (Dk?)~! becoming infinite at ¥ — 0. The relaxation leads
to a state where only p(k = 0) is present, corresponding to homogeneous distribution in space. The above implies
an additional constraint on k for Eq. (185) to hold. This follows from the consistency demand that states that the
relaxation time of the slow variable (Dkz)’1 is much larger then the relaxation time 7,.; of the fast variables to the
partial equilibrium state determined by n(r). The time-scale 7,¢; is a characteristic time-scale of molecular dynamics.
Considering as an example a system of classical particles with mass m which interact via a pair potential of strength
¢ and range a, one obtains by dimensional arguments that 7,.,; ~ a(m/e)'/? (which typically produces numbers like
10~'2 seconds, i. e. vanishingly small on a macroscopic time-scale). Thus Eq. (185) must be supplemented by the
condition (Dk:2)_1 > Tre;- The condition always becomes true at a sufficiently small k£, demonstrating again the
self-consistency of the analysis.

The description of the relaxation of p(7,t) in real space is left for the exercise. Here we only provide the basic
solution of the diffusion equation that describes the decay of the initial perturbation p(r,0) = pod(r) localized at a
point. The solution of the diffusion equation with this initial condition is

2
Po r

The solution describes a self-similar decay of the perturbation where density profile at a later time can be obtained
from the profile at an earlier time by mere rescaling of the coordinates on both axes.

Finally, in the case of density, the property that p(k,t) is a slow variable at small k can be also seen by noting
that p(k) is formed by spatial perturbations with characteristic scale k~1. Such perturbations involve typically about
{p)k~3 particles. At small & this number of particles is large saying that p(k) characterizes so to say "heavy”, and
thus slow, perturbations of large numbers of particles.
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G. Spin correlation function and Kubo formula for diffusion coefficient

By the Onsager hypothesis the diffusion equation that describes the decay of small perturbations from equilibrium,
also describes the decay of the equilibrium correlation function. Here we establish the corresponding form of the
correlation function and derive the so-called Kubo formula for the diffusion coefficient D. For clarity, we specify to a
particular kind of density, the magnetization density M (r,t) defined by

M(r,t) = Zmié [r—7i(t)]. (188)

It is assumed that particle interactions conserve m; so that differentiating over time we obtain the local conservation
law
oM dr;
— =-V.jM M= m;—06 [r —r;(t)], 189
o it g Ezdt[ () (189)
where jM is the magnetic current. We now consider equilibrium fluctuations of M(r,t) and, in particular, the spin
correlation function

S(r,t) = (M(r,t)M(0,0)). (190)

At equilibrium (M) = 0 so that S(r,t) characterizes the fall of correlations in M with space and time separations.
For example the equal time correlation function S(r,t = 0) = (M(r)M(0)) is expected to decay fast at r > lqor
where I, is a finite correlation range of magnetization fluctuations.

Let us note that (long-wavelength) equilibrium fluctuations of M (r,t) can be represented as a sum of independent
fluctuations of M (k,t), that is the random variables M (k,t) in M(r,t) = [ M(k,t)exp[ik - r]dk/(2m)¢ are inde-
pendent. The statistical independence of different Fourier harmonics is a consequence of spatial homogeneity which
implies that (M (k,t)M*(k’,0)) x d(k — k') [here the superscript * stands for complex conjugation and we used
M(—k) = M*(k)]. Noting that according to the Einstein formula the probability density functional (PDF) of M (k, )
is Gaussian [the PDF is proportional to the exponent of entropy S where

S =8¢ — %/ﬁ(m —a")M(x)M (z)dxdz' = Seq — %/ (Qd:)dﬂ(k:)M * (k)M (k), (191)

cf. Eq. (171)] and that (M (k)) = 0 we conclude that M (k) with different k are independent. Thus consideration of
the correlation function S(r,t) is performed easier in the Fourier space. We introduce

Sk, 1) = / =BT (M (1, £)M(0,0)). (192)
The Onsager hypothesis and Eq. (185) imply that
% = —Dk*S(k,t), kl<1, (193)
so that
S(k,t) = exp[—DK?|t|]S(k,0), kil <1, (194)

where we used that S(7,¢) must be an even function of ¢ because it represents correlation of two variables with the
same transformation rule under the time-reversal. We observe that to find S(k,t) we need to know S(k,0) at small
k. The latter can be expressed with the help of the magnetic susceptibility x defined by

8<M>h

aatiiy 195
X= Bhinss (195)

where (M)}, is the average value of the magnetic moment in the presence of the magnetic field h. This average can be
determined by methods of the equilibrium statistical mechanics. We note that in the presence of the magnetic field
h the Hamiltonian of the system is given by H' = H — M;,;h where H is the system Hamiltonian at h = 0 and M
is the total magnetic moment of the system. Note that (M) = (My)/V so that we have

0 ltr]\/[mt exp|—(BH + Myoth] B étTMtZot exp[—f[H]| B B{ME,)
© Ohlp=o V' trexp|—BH + BM;h] — V  trexp[-pH] 0V '’

X (196)
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where we used that

tr Myt exp|—GH)|
tr exp[—[H|

= <Mt0t>eq =0. (197)
Using My = [ M(r)dr we obtain
ﬁ/ (r1)M(r2))dridre = —/S —719,0)dridry = ﬁ/S (r,0)dr = 8S(k =0,0). (198)

Thus we obtain that for £~ much larger than the scale l ., beyond which S(r,0) decays, we have
S(k,0)~ S(k=0,0) = xkpT, (199)

where we assumed that S(k,0) is analytic at £ = 0. Since normally the static correlation length I, is smaller or of
the order of the dynamic correlation length I, then we shall assume that Eq. (199) holds in the range kIl < 1 which
produces

S(k,t) = exp[—DE?|t||xkpT, kil < 1. (200)

The above formula describes the decay of correlations of M (k,t) and it has the same form of purely exponential decay
as the correlation function of the velocity of a Brownian particle. For S(k,w) = [ S(k,t) expliwt]dt we find

2

D

k<1, (201)

which is proportional to the spectrum of fluctuations of M (k,t). The above formula has the same form as the spectrum
of velocity of a Brownian particle with 7 substituted by the relaxation time (Dk?)~! of M(k,t). Let us note that
even though the expression (201) can be expected to correspond to the asymptotic form of S(k,w) at small k& and w,
it does not have a simple analytic behavior at small k and w:
lim lim S(k,w) = co, lim lim S(k,w) =0, (202)
k—0w—0 w—0k—0
that is the limits don’t commute. It is possible to express S(k,w) in terms of another object that already has a nice
analytic properties at small k£ and w - this is the content of the so-called dispersion relation representation which is
beyond our scope here.
We note the following representation of the diffusion coefficient
B w?
Dy = ) ul;li% l}:lin ?S(k w). (203)
Despite the apparent emptiness of the above relation, its elaboration allows one to obtain an important Kubo formula
for the diffusion coefficient. Performing Fourier transform of Eq. (189) both over spatial and temporal coordinates we
find M(k,w) = —k - j™(k,w)/w (here we don’t need to deal with the possible boundary terms as we plan to use the
relation for the spectra). It follows that the magnetic current spectrum E;;(k,w), defined by

By (kyw) = / drdt explit — ik - 7)js(r, 1)7,(0,0)), (204)

satisfies

kik; Dk?

Isotropy implies that the leading order term in E;;(k,w) at small k is E;;(k,w) = Ey;6;;/3 which leads to

Ey(k,w) Duw?
SUEY) kT Kl < 1. 5
3 XEBE(Dk2)2 + w2’ < (206)
We find
_ B . Ell(k,w) it M M
Dx =75 lim lim =2 3kBT ili%/ dt/d’" (ryt) - 5(0,0)). (207)
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where we used the definition (204) and assumed that the limit & — 0 is regular, i. e. equal to the value of the expression
at k = 0 (which is not necessarily true for w — 0 limit). The above formula can be rewritten by introducing the total
magnetic current

JM(t):/jM(r,t)dr. (208)
We have
1 M M M .
S0, 30)) =V [ G0 50,0)dr, (20)

where JM on the LHS should be considered as a quantum operator and we defined the symmetrization operation so
that

[T (), JH(0)]s = JY(t) - T (0) + TY(0) - TM(2). (210)

The equality (215) between a quantum mechanical expression and a classical one holds because the average is deter-
mined by low wave-number components of j(k,t) which have classical behavior. The symmetrization is needed to
avoid a non-physical imaginary part in the final expression that reads

: 1 it Lo M

Dx = lim o [ g (0,5 O))) (211)
The above formula is the Kubo formula for the diffusion coefficient. It expresses D in terms of the equilibrium
fluctuations of the current and it is an example of the fluctuation-dissipation theorem. The Kubo derivation of the
formula uses the linear response theory not considered here. While for slow variables, one can perform a derivation
similar to the above to get the Kubo formula, the linear response theory allows to deal with variables which are not
necessarily slow and thus is more general in this respect.

VI. HYDRODYNAMIC FLUCTUATIONS

One of the applications of the theory of the dynamics of slow variables near equilibrium, which is of most universal
nature, is the theory of hydrodynamic fluctuations. This theory describes both equilibrium fluctuations and relaxation
to equilibrium in a wide variety of gases and liquids corresponding to a normal fluid. A normal fluid is a thermodynamic
system with the macroscopic fluid behavior that has the property that the only slow variables with arbitrarily large
relaxation times are provided by the low wave-number components of the densities of mass, momentum and energy.
The symmetries of spatial homogeneity and isotropy are assumed. It should be stressed that the theory described below
applies universally to a large class of gases and liquids independently of the details of their molecular interactions.

The signature of a normal fluid is a particular form of the so-called dynamical structure factor S,,(k,w) defined by

Spnlh.) = [t [[are gyt 0p(0.0) (212)

where p is the mass density of the fluid and the double angular brackets stand for the dispersion. Here and below we
shall put the fluid particle mass equal to unity - in the end of the calculations the mass can be restored by dimensional
considerations. Note that S(k,w) is a positive function. To show this one uses an identity that we shall use a lot and
so we provide it generally - for any two fields f and g, like the densities of conserved charges, we have by the spatial
homogeneity that

(f(k,t)g(—k,0)) = /d’l“d’l“/ exp[—ik - (r — T’)](f(T,t)g(T’,O» = V/dT exp[—ik - r|(f(r,1)g(0,0)), (213)

where V is the system volume. It is easy to see from the above that S(k,w) is proportional to the spectrum of
fluctuations of p(k,t) and as such it must be non-negative. The importance of the dynamical structure factor is that
it is directly accessible via neutron or light scattering experiments. One finds that for any normal fluid a universal
form of S,,(k,w) as a function of w holds at small k. This form consists of three peaks - one centered at w = 0
(Rayleigh peak) and two symmetric peaks (Brillouin peaks) centered at w = +czk where ¢ is the speed of sound.
All peaks have Lorentzian shape with width proportional to k2. This width describing the finite life time of the
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corresponding excitation that grows as k=2 at small k is a signature of hydrodynamic processes, cf. the discussion of
diffusion in the previous section. PICTURE

At the late stage of relaxation to equilibrium in normal fluids the only remaining variables out of equilibrium are
the low wave-number components of the densities of mass, momentum and energy. The rest of the system is in
the partial equilibrium state with respect to these slow variables. To see this consider the relaxation to equilibrium
from an arbitrary initial state. First, dynamical variables mix fast locally leading to the system relaxation to the
local equilibrium state characterized by the local density, momentum and energy. The latter variables are forbidden
to relax locally due to the local conservation law satisfied by them. The relaxation of the densities of the mass,
momentum and energy happens only due to their exchange between spatially separated parts of the fluid. Such
exchange involves transport of densities in space and it is associated with a long time-scale as compared to the time-
scale of relaxation to local equilibrium. The exchange gradually erases perturbations in the densities starting with
the smaller wavelength perturbations that demand transport over a smaller scale and occur faster. At a certain stage
only perturbations with very small wavenumbers remain and these can be described by hydrodynamics as explained
below. Thus hydrodynamics provides universal description of the late stage of relaxation in fluids.

The conservation laws of the mass density p, the momentum density g and the energy density E read

@ 8gi aTij o oF

V-g=0, =0, —+V-j¥=0,. 214
ot TV 9 ot oz, ar TVI (214)
where 7;; is the momentum flux tensor and 4% is the energy flux. In the Fourier space Eqs. (214) take the form
op(k,t dg;(k,t ) OFE(k,t o
% +ik-g(k,t) =0, %) +ik;Ti;(k,t) =0, % + ik - 55 (k,t) = 0. (215)

According to the theory of fluctuations of slow variables the slow variables satisfy closed equations so that at sufficiently
small k the currents g(k,t), 7;;(k,t) and j¥(k,t) must be expressible in terms of the slow variables p, g and E. As
mentioned already, the corresponding relation is called a constitutive relation. Notably the density current g is by
itself a conserved quantity and it does not need any additional constitutive relation: one can say that microscopic
and macroscopic laws coincide in the case of the continuity equation (the equation on p). To address the form of
the constitutive relations for 7;; and j¥ we note that after the use of the constitutive relations the general equation
describing the relaxation of Fourier harmonics of p, g and F would take the form

axi (ka t)
ot

where z1(k,t) = p(k,t), z2(k,t) = E(k,t) and x;(k,t) = g;—2(k,t) for i = 3,4,5. The above form is implied by the
spatial homogeneity, see the corresponding discussion in the derivation of the diffusion equation. Note that x; and
Aij are generally complex. Assuming that the currents have no singularity at & = 0 we conclude immediately from
Eq. (215) that A;j(k = 0) = 0. Like in the case of the diffusion equation we wish to describe the relaxation process to
leading order in k assuming the latter is small. While in the case of the diffusion equation the isotropy implied that
A(k) is a function of |k| only and thus its derivative must vanish at the origin in k—space, X'(k = 0) = 0, here \;; may
contains tensors including k and thus depend not only on the magnitude of k but also on its direction. As a result
the derivatives of A;;(k) do not vanish at the origin generally and the leading order term in the Taylor expansion of
Xij(k) at small k is \;; = Cjjik; with constant coefficients C;j; = 9j\i;(k = 0). Let us determine these coefficients.

= iy (k) (R, 1), (216)

A. Linearized equations of hydrodynamics to first order in derivatives

It is convenient to perform the consideration in real space. The equation &; = Cj;;x;k; after the inverse Fourier
transform produces a linear equation on p(x,t), g(x,t) and E(x,¢) which is local in space and contains spatial
derivatives of the fields of order not higher than the first one. Equations (214) then imply that this approximation
corresponds to expressing 7;; and 4% in terms of the local values of p, g and E. To introduce the expressions it is
convenient to introduce the momentum and the energy per unit mass of the fluid, v and € respectively, via

g(r,t) ) E(r,t)
p(r,t)’ p(rt)’

Note that v is nothing but the local velocity of the fluid. The passage from p, g and F to p, v and € is one to one
and we may consider now the expressions for 7;; and 4% in terms of p, v and e. These expressions are

v(r,t) =

(217)

Tij = pdij, 37 = (pe+p)v, (218)
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where p is the pressure which is determined in terms of p and € via the thermodynamic equation of state. Let us explain
the above expressions, first providing a physical explanation and then a more formal one. The above expressions for
the currents imply [cf. Eq. (177)] that the time derivatives of the momentum and the energy within some volume of
the fluid are given by

0

En Vp(r,t)v(r,t)dr = —/pdS, ;/Vp(r,t)e(r,t)dr = — /(pe—i—p)v -dSs. (219)

The first equation simply says that the momentum within the volume changes due to the force that the rest of the
fluid exerts on this volume. The second equation says that the energy inside the volume changes due to the power of
the force and due to the fluid flux out of the volume, that carries the energy away convectively. In principle, in the
momentum equation the convective flux term should be present also, but the term is quadratic in v and it should be
discarded within the frame of our consideration.

A more formal argument for the validity of Eq. (221) is based on the Galilean invariance that holds for the considered
non-relativistic motions. The local nature of the expressions for the currents and their independence of the spatial
derivatives of the fields allows to conclude that the same expressions would hold for a fluid occupying infinite space
and moving at a speed v. Then Galilean invariance allows to fix the form of the tensors based on the realization that
in the frame where the fluid is at rest we have no macroscopic flux of energy, 5% = 0, while the inner stresses in the
fluid are described by 7'2-0]- = pd;; (here the superscript 0 stands for the rest frame). The latter formula expresses that
the only possible form of 7;; that would not produce infinite accelerations in the fluid is where 7;; is proportional to
the unit tensor with pressure as the proportionality coefficient (Pascal’s law). Then the expressions for 7;; and j Ein
the laboratory frame are obtained from the laws of transformations of these tensors under Galilean transformation

Tij = TZ-Oj + vig? + ng? + vivjpo, GE =49+ vj [T% + poeoéij] + ving? + %’02(9? + v3p°). (220)
The above laws together with g° = 0 allow to derive Eq. (221) up to the terms quadratic terms in v that should be
discarded. The proof of the above laws of transformation is left for the exercise.

What is the physics described by the considered, lowest order approximation of the dynamics? To see this let
us consider the resulting dynamics. We note that to the lowest non-vanishing order in the small amplitude of the
perturbations we must set pv &= pov and j & (poeo + po)v because v is small. Here the subscript 0 stand for the
equilibrium values of the considered quantities. The resulting equations read

0dp Ov Oe Jdp
it S v = _V - == = V- 221
It POV s ooy P, pPog, + €o ot (po€o +po)V - v, (221)
where dp = p — po. The above equations are linearized equations of the so-called ideal hydrodynamics. To realize the
meaning of the equations above we use the thermodynamic relation de = T'ds — pdV = Tds + pdp/p? for unit mass of
the fluid, where V' = 1/p and s is the entropy per unit mass. This relation gives
0s Oe padp
T — =p———F7 =— Viv—eg————7F=— V.o V.v=0. (222
Phar =Py 0ot (po€o + po) €0 (po€o + po) + (po€o + po) (222)
Thus the entropy per unit mass is conserved in the considered approximation! Naturally created perturbations (i. e.
mechanical perturbations not involving transfer of heat to the fluid) in this approximation do not change the entropy
density that remains uniform throughout the fluid. Let us stress that the entropy per unit volume, given by ps is not
uniform. For example if perturbation replaces mechanically part of the fluid to another place, this does not change
the entropy per unit mass but it does change the entropy per unit volume. Thus within this approximation, normally
one has s = const which leads to

_ (o
Vp = <5'P)s Vép. (223)

The above relation allows to close the first two equations in Eq. (221). Differentiating the equation on density over
time, one finds that Jp satisfies the wave equation

926 B
6t2p =V = (;;) v26p, (224)

describing propagation of waves at speed

Cs = <g];>s. (225)
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The same wave equation is satisfied by the pressure so that the above waves can also be seen as waves of pressure and
they are nothing but the sound waves in the fluid. The resulting behavior of p and v is not relaxation to equilibrium
but rather oscillating behavior corresponding to sound.

It is important to be aware of the meaning of the difference of the above expression for ¢s from the expression derived
by Newton. Newton considered sound as an essentially mechanistic phenomenon, assuming that sound propagates
at a constant temperature in the fluid which gives ¢ = (9p/dp)r. Laplace corrected this result by noting that it is
the transfer of heat that does not have enough time to occur during the wave propagation rather than the exchange
of temperature. As a result of this difference it seems very hard (if not impossible) to derive a mechanical model for
sound that would produce the correct propagation speed.

Thus in the considered order of the expansion in k, the equations are not dissipative. In other words, the first
order terms in the Taylor expansion of A;;(k) at k = 0 give zero contribution into the decay rates of perturbations.
The leading order at small k& contribution to the decay rates comes only from the second order terms in the Taylor
expansion, to the study of which we pass now.

B. Linearized equations of hydrodynamics to second order in derivatives. Normal relaxation modes in a
fluid.

We consider the equations that correspond to keeping in the Taylor expansion of A;; (k) the terms which are quadratic
in k that is we consider the approximation A;;(k) = Cijiki + M;jmnkmkn/2, where M;jmn = 0n0nAij(k = 0). Again
it is more convenient to consider the equations in the real space. In this order the equations correspond to adding to
Egs. (221) for 7;; and j¥ some additional terms linear in the derivatives of the fields. Gradients of thermodynamic
variables do not produce a macroscopic flux of momentum (for example steady states of fluids with imposed gradients
of temperature do not involve a macroscopic flow) so the additional contribution to 7;; contains only the gradients of
velocity. This contribution describes the friction force between the nearby layers of the fluid at relative motion. The
most general form allowed by the isotropy, the parity and the symmetry of 7;; is

81),» 8’[)]‘ 2
Tij = POij — N 9z, + oz, — géwv “v| — (045 V - v, (226)

where the traceless part of the tensor of velocity derivatives has been singled out as the n—term. The coefficients n
and ¢ are called shear and bulk viscosities respectively. The corresponding addition to the energy flux is

3¥ = (pe +p)v — wVT, (227)

where the additional contribution describes the heat flux and it corresponds to the so-called Fick’s law. The coefficient
k is called the heat conductivity. The term containing Vp, that could in principle be added to 5%, can be shown to
be forbidden by the Onsager symmetry relation. We obtain the following system of the so-called linearized equations
of hydrodynamics:

ap ov 9 n Oe ap 9

L=V, po ==Vt Vit (24 () V(T 0), po o = - V- v+ kVAT(228

5 = Vv gy PV A+ (5 +C) VIV v), pog +eogr = —(poco +po)V - v+ rVT(228)
Note that in general 1, ( and k are functions of the local thermodynamic variables but in the considered order
of approximation they can be substituted by their constant value in equilibrium. With the addition of the second
derivative terms into the equations, the entropy is no longer conserved - Eq. (222) is modified to

0s

ot

As a result, there is dissipation and the equations (228) describe relaxation to equilibrium. For the analysis it is
convenient to choose s and p as two independent thermodynamic variables. The equations (228) become

0 0 0 0 0
(p> z <p) i/ —poV - v, po—v =-Vp+nViv + (g +C> V(V -v),

poTo— = kV>2T. (229)

Js pat Op) . ot ot
os (0T 9 or 9
pOToatn<as)pV s+li<ap>SVp. (230)

We look for the normal modes of the above system in the standard form

P(r,t) = P(Ic,w)ei(k""_“’t)7 s(r,t) = s(k,w)ei(k'r_“’t), v(r,t) = 'v(k:,w)ei(k""_”t). (231)
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The amplitudes obey the system of equations

w <g§> s(k,w) +w (gg) p(k,w) — pok - v(k,w) =0, powv(k,w)— kp(k,w) = —ik*nv(k,w) —i (g + C)

xklk - v(k,w)], poTows(k,w) = —ix (gf) ks(k,w) — ik (gﬁ) E*p(k,w). (232)

A remarkable property of the system above is that the transversal component of velocity v;(k,w) decouples. The
transversal component is defined by decomposing v(k,w) into a sum of a longitudinal component along k and a
transversal component perpendicular to k,

v(k,w) =v(k,w) +vi(k,w), kxuv(kw)=0, k- -v(k,w)=0. (233)
Then the system (232) gives
(pow + ik*n)vs(k,w) = 0. (234)

It follows that the dispersion relation for the transversal velocity modes (also called shear modes) is w = —ink?/pq.
There are two such modes that correspond to two possible directions of polarization. Putting the expression for w
into the definition provided by Eq. (231) we see that the perturbations of the transversal velocity decay diffusively
with the diffusion coefficient proportional to 1. Below we will use this to derive the Kubo formula for the viscosity
coefficient.

The equations on s, p and v; form a coupled system of three equations,

w (gg)p s(k,w) + w (gg)sp(hw) — pokui(k,w) =0, —kp(k,w) + [pow + ik (4?:7 - C)} wlk,w) =0,

s(k,w) + ik?
(. 0) poTo

(gﬁ)sp(k,w) =0. (235)

The system has the form M;;(k,w)z; = 0 where = [p(k,w), v;(k,w),p(k,w)]. The dispersion relation w = w(k) is
fixed by the demand that the system has non-trivial solutions, that is det M (k,w) = 0. The explicit form of the last
condition is

Op wk? [(4n o Kk [OT . k (0T Op op
2 g2 2 2
{w " <5P)S+Z Po <3 +C>} ik poTo <33>p ik poTy (519)5 <58 » \0p)
k? (4n
— | — =0. 2
x{w+zp0<3+C)] (236)

Using the definitions ¢, = Ty(0s/0T'), and ¢, = Ty(0s/0T),, where ¢, and ¢, are the heat capacities per particle,

and the identity
oT ap ap oT oT 1 1
— — — ) == - (=) =—T| —— — 2
(). (30),50). - (52), - (), - (-2) e

we may rewrite Eq. (236) as

274 1 1 4 1 1 4
cu+il<;2L wQ—kQCi—i—iwk— ﬂ+<—‘rl€ — - — _wkm 1 J+C—£ =0, (238)
PoCp po \ 3 Cy  Cp P0o Cy  Cp 3 Cp

where ¢; is the speed of sound as defined by Eq. (225). The dispersion relation w = w(k) obtained from the equation
above can only be correct up to the terms of order k? - a meaningful answer for higher order terms would demand
the account of higher order terms in A;;(k) in the original system of the equations. Solving Eq. (238) to order k? we
find three solutions,

wi(k) = —i——, wi(k) = £ck —iTk?, (239)
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where the sound absorption coefficient I' is defined by

L <?+<+HE—1D. (240)

" 2p v Cp

The mode corresponding to wy is a purely diffusive mode. Considering the corresponding eigenvector one finds that
its components satisfy the following scaling in k,

slk,wi (k)] o< 1, vk, wi(k)] < k, plk,w (k)] < k*. (241)

Since we work in the regime of small k it follows that this mode is composed predominantly of the fluctuations of
entropy which decay exponentially like in diffusion. This mode corresponds to the propagation of heat and it is
sometimes called the heat mode or the entropy mode. The eigenvector that corresponds to w4 satisfies the following
scaling

vk, w1 (k)] x plk,wi (k)] < 1, s[k,w1(k)] x k. (242)

Thus these modes correspond predominantly to a pressure wave. These are longitudinal sound waves with real part
of wy (k) describing the wave propagation in the two possible directions and the imaginary part of w4 (k) describing
slow exponential decay of the amplitude of the propagating wave (the slowness is a consequence of |Im w4 (k)| <
|Re wy (k)]).

Thus in the hydrodynamic regime there are five channels of relaxation in normal fluids that correspond to two shear
modes, two sound modes and one heat mode.

C. Calculation of the dynamical structure factor

To be introduced

D. The Kubo formula for viscosity

We have seen in the example of the spin diffusion that one can derive the Kubo formula for the diffusion coefficient
by representing the latter in terms of the spectrum of fluctuations of magnetization and then reexpressing the result
in terms of the spectrum of the fluctuations of the current. Diffusion coefficient describes dissipation of perturbations
so that the obtained expression is an example of the fluctuation-dissipation theorem. In fluids there are 3 coefficients
that describe dissipation: shear viscosity 7 determines the decay of the shear modes, heat conductivity x determines
the decay of the heat mode and I' determines the decay of sound modes. Equivalently, one can say that n, x and ¢
are dissipation coefficients, and expect that a corresponding Kubo formula holds for them. Here we give the formula
for n which derivation is somewhat simpler. Taking the curl of the velocity equation in Egs. (228) we have

P = nViw, (243)
where w = V x v is the so-called vorticity field. Vorticity is very important in non-linear hydrodynamics and its
dynamics plays crucial role in such ill-understood phenomena as tornados. Within the linearized hydrodynamics,
however, vorticity obeys a simple diffusion equation with diffusion coefficient determined by the shear viscosity. Thus
we may derive the Kubo formula for n following exactly the same lines as we did for the spin diffusion coefficient. For
the derivation it is more convenient not to use the vorticity but rather the transversal component of velocity. Taking
Fourier transform of the velocity equation in Egs. (228) we find

ov(k,t)

po T = —ikp(k,t) — kPo(k,t) — (4 C) k- (k1) (244)

The above equation holds for any k. Let us choose k in x—direction, k = k2, and consider the y component of the
equation. We find

v, (ki, t)

PO 5 = —nk*v,(ki,t). (245)
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The above equation expresses the decoupling of the transversal component of velocity which obeys simple diffusion
equation. Using the Onsager hypothesis we may write immediately that

(vy(kZ, t)vy(—kz,0)) = (vy(kZ,0)v,(—kZ,0)) exp {—nlﬁjtq . (246)
It follows that the function S(k,w) defined by
S(k,w) :/ei‘*’t(vy(ki,t)vy(—ki,0)>dt, (247)
is given by
S(sw) = (g (i, 0oy (—k, 0)) U1K/ 0) (248)

(nk2/po)? +w?’

Next we note that the y— component of the momentum conservation equation, which to lowest order reads po0,vy =
—0;Ty;, gives after Fourier transform over both space and time that

_ powvy (kE, w)

Tyz(kE, w) = . , (249)
where for the wavenumber we set k = kZ. Using the above equation, we find that S (k,w) defined by
S(k,w) = / N1y (k3 t)Tye (— ki, 0))dt, (250)
obeys
. p0w2 A ) 2npow?
where we used Eq. (248). The above equation implies that
lim, lim S(k,w) = 2npo lim (v, (k, 0)vy (~ k2, 0)). (252)
Using the definition (250) and Eq. (213) we have from the above equation that
2npo %in%)<vy(k£,0)vy(—k§:,0)> = hm hm V/dtdre“”t ke (e (7, )Ty (0,0)). (253)
We now calculate limy_.o(vy (kZ)vy (—kZ)). We have
%1m (vy(kZ)vy(—k)) = hm /drdr exp[—ik(z — 2')](vy(z)vy (z V/ (vy(r)vy (0))dr. (254)

To fix the last integral we consider a macroscopic subsystem of the fluid which is much smaller than the whole system.
We choose the subsystem size L to be much larger than the correlation length of velocity lco, (so that (vy(r)vy,(0)) is
negligible at r > l.,,) and designate the subsystem volume by 2. We now ask what is the probability distribution of
the center of mass velocity V' of the considered volume. Neglecting the energy of interaction of the subsystem with
its exterior (which means neglecting surface effects against the volume ones) we have that the fluid energy is the sum
of the energies of the subsystem and its environment. Representing the former energy as the sum of the center of
mass energy and the internal energy we find that the distribution of V' is determined by the Boltzmann factor,

(255)

P(V) o exp {— MVT

2kpT
where M = pof2 is the mass of the subsystem. Here one needs not account for the fluctuations of M in the leading
order of consideration of small fluctuations. Note that the above formula is valid also within the frame of the quantum
mechanical consideration as center of mass is a quasi-classical variable. It follows from the above that
3kpT  3kpT

M o poQ '

(V2) = (256)
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On the other hand we may represent the above average with the help of the velocity field as

o= [ Cgvm}i = gp [drar'tetrne) < & [anr, (257)

where in the last equation we used L > ... Comparing the last two equations we find
3kgT
/ (vi(r)vs(0)dr = FBL (258)

Po

Since by isotropy all three components of v; give equal contribution into the above equation, we obtain

kT kgTV
/ (0, ()0, (0)dr = "EL T v, (ko (—ki)) = P21V (259)
po k=0 ‘ Po
Putting the above into Eq. (253) we find
T . 1 iwt—ikx
n= uljlg%) I}:li% T /dtdre (Tyz (T, )7y (0,0)). (260)

Finally, performing the symmetrization of the current like we did in the analysis of the spin diffusion coefficient we
find the Kubo formula for viscosity

lim lim —
= 11m l11m
1= R0 Mg T

/ dtdre = ([ (r, 1), 70(0, 0)]s). (261)

The above formula is used a lot today as it turned out that the shear viscosity 7 is a rather basic object to calculate
in quantum field theories with gravity duals (i. e. theories allowing isomorphism to a certain theory of spacetime).

It is possible to derive Kubo formulas for £ and ¢ as well. Here we bring the formula for . Both 7 and ¢ describe
the transport of momentum and the general formula reads

1kjikj kzk] T . 1 iwt—ik-r kmkn ) )
(0 + 575 ) + ¢ = i i o [aare e S B 0, 00 (262

m,n

The result (261) is obtained by putting in the above equation k = kZ and i = j = y.

VII. NON-LINEAR LANGEVIN EQUATION AND FOKKER-PLANCK EQUATION

Today’s understanding of complex, macroscopic systems has a clear dichotomy into near equilibrium and far from
equilibrium situations. In equilibrium, considered systems find themsleves in a statistically steady state described by
a known probability distribution function. The problem of predicting the properties of a system in equilibrium is then
facilitated (though by no means solved) by the knowledge of the distribution. Near equilibrium situations allow similar
simplifications. In sharp contrast, understanding of systems far from equilibrium, which includes an important class
of open, living systems, is very modest. An important class of situations where one can anticipate some advancement
in understanding are non-equilibrium steady states. Here the probability distribution is not known and there are no
general principles allowing to fix it. Often one resorts to modeling the system by some effective dynamics...

The general Langevin equation on an n—dimensional vector x;(¢) reads

dx i
dt

where the Gaussian noise I';(t) is determined by (I') = 0 and (I';(¢)T';(¢')) = 26,;;0(t —t’). Let us stress that x; above
can have any meaning and though we use the same notation as for the spatial coordinate, it must be clear from the
context, which one is meant (for example z; above may well represent the velocity v of a Brownian particle).

It is natural to try to think of the equation (263) by seeing the evolution of & as composed of local drift caused by
h and the local diffusion described by g¢;;. This separation however is not precisely true. The equation (263) involves
a singular term I'(¢) and as such it determines the evolution of @(t) incompletely - one has to supply a reqularization
that explains how to understand I'(¢) in the case where there is an ambiguity. To explain the problem, let us average
Eq. (263) to obtain the equation on the evolution of the first moment of x(t),

d<daii> = (ha(2(t), 1)) + (gij (x(t), )T;(t))- (264)

=h; (m(t)a t) + gij (m(t)7 t)Fj (t)v (263)
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It is tempting to put the last term equal to zero. In fact, this would be wrong generally. Consider I'(¢) within the
framework of the so-called physical regularization, where it is recognized that in reality all processes have a finite
correlation time and the Langevin equation is an effective description of the situation where the correlation time of I'
is much less than all other characteristic times in the problem. Then g;;(x(t),t) is determined by I'(¢) with ¢’ < ¢ and
it is correlated with I'(¢) because I'(t') with ¢’ < t are correlated with it. As a result, within the physical regularization
(gij(2(t),t)T';(t)) # 0 and the diffusion leads to the variable drift additional to the one caused by h. We will find this
additional drift below.

Other popular ways of regularization used in the so-called stochastic calculus are Ito and Stratanovich ones. In
particular, in the former one (g;;(x(¢),¢)I';(¢)) = 0. The distinction between different ways of regularization is not
important for the linear Langevin equation.

The non-linear Langevin equation is an example of the so-called Markov process. Markovian property is an impor-
tant notion that appears in many applications, so it will be considered separately.

A. Markov processes

Probably the main property of Markov processes that makes them an important model is that they can be described
as evolution, that is knowledge of statistics at any moment of time allows in principle to discuss the calculation of
the statistics at later moments of time, without referring to the history of the process. A simplest example of such
evolution problem is provided by the Fokker-Planck equation.

B. The Fokker-Planck equation

For non-linear Langevin equation (263) one can derive an explicit closed equation describing the evolution of
probability densities in time. The equation is called the Fokker-Planck equation after the two people who first
derived, independently, the equation on the distribution function for the Brownian motion.

oP 0 02
Bt = g, Dil@P@ 01+ 0,01,

[Dij(x7t)P(w’t)] ) (265)

where the so-called drift coefficient D;(x,t) and the diffusion matrix D;;(a,t) are defined by

8gij (:13, t)

Di(m>t) = hi(xvt) + gmj(mat) a.’IJ

s Dij(m7t) = gim(mat)gj'rn(mvt)- (266)
Note that the real eigenvalues of D;; are never negative. They are strictly positive at points & where the matrix
gij(x,t) is not degenerate. In the one-dimensional case the diffusion coefficient is simply ¢*(z,t).

It should be stressed that while the non-linear Langevin equation (263) contains ambiguity demanding for the
completion of the definition, the PDF P(x,t) entering the Fokker-Planck equation is already a perfectly well-defined
object. In particular, to pass from Langevin equation in one regularization to its counterpart in another representation
one can compare the Fokker-Planck equations resulting in these representations. From now on we shall confine
ourselves to the case of stationary Langevin dynamics, where the functions h; and g;; in Eq. (263) do not depend on
time explicitly h; = hi(x), g;; = gij(x). Let us consider some simple examples of the use of Eq. (265).

C. Some examples of the use of the Fokker-Planck equation

Brownian motion, FDT, Brownian motion in external potential
Now let us consider the equation of the Brownian motion including the coordinate into consideration,

dx dv v

— =v, — =——+CT 2

at — "t 7t cr, (267)
where C' is determined from the FDT. The above equation is a Langevin of the general type (263) and we may write
a Fokker-Planck equation for the PDF P(x,v,t). We find

ot toVal = ov; T Mr ov;
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We know that at times much larger than the correlation time 7 of the velocity, the marginal distribution P(x,t) =
J P(x,v,t)dv, giving the PDF of x(t) must obey a simple diffusion equation. If we now integrate Eq. (268) over v
we find that P(x,t) satisfies

OP(x,t) 0

Bt = o e 269

where (v;); = [v;P(v,z,t)dv is the "current” of . At t > 7 one can show that (v;); obeys the ”constitutive
relation” (v;), = —DVP leading to the diffusion equation ;P = DV?2P for P(z,t). To show the relation one can
instead of taking the limit of large ¢ at fixed 7, take the limit of small 7 at fixed ¢. In this limit, one can drop dv/dt
term in the second of Eqs. (267) which leads to &; = 7T'; producing the diffusion equation on P(x,t).

D. Some general properties of the Fokker-Planck equation

The Fokker-Planck equation has the form of a local conservation law

oP
.S = 2
ot +V 0, (270)

where the probability current S is defined by
0
S; =D;P— — [D;;P]. 271
5 DuP) (1)

If the normal component of S vanishes at a boundary of some volume V then the probability fv P(x,t)dx for  to
be inside V is conserved. In particular, for the so-called natural boundary conditions, where the PDF and thus also
the current vanish at infinity, the normalization of probability f P(x,t)dx is conserved in time. Consider now the
evolution of the first moment of x(¢),

d 0 0 02
—(z(t)) = = Pz, t)de = | dex; |——(D;P)+ ———D;;P|. 272
Assuming natural boundary conditions one can integrate by parts which leads to

i) = [ Di@Ple.de = (el + {amle0) 2520, (273)

Oz,

where we used the expression (266) for D;. The above expression provides the explicit answer for the contact term in
Eq. (77).
The Fokker-Planck equation is a linear equation so that the solution of the initial value problem can be written as

Plo,t) = / Pla, 2 1) P(a, t)da, (274)
where the Green function P(x,x’,t) is defined as the solution of
/ 2
W = ’aii Di(@,t)P(x, 2, 1)) + aja% [Dij(x,t)P(e, @ t)], P(z,a',0)=0b(x—a'). (275)

The distinguishing property of the Green function of the Fokker-Planck equation is that it is also the probability
of the transition of the random process z(t) from @’ to x in time ¢. In particular, if the diffusion matrix D;;(x) is
non-degenerate everywhere then one can see that P(x,x’,t) is positive as one expects from the probability, see the
section on the path integral representation of the solution.

E. The meaning of the drift coefficient and the diffusion matrix

To understand the meaning of the drift coefficient D; and the diffusion matrix D;; let us first consider the Fokker-
Planck equation in the case where D; and D;; are constant,

2
OP 0P ., &P

E N ZT; R 6581856] ' (276)
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To find the Green function one notices that the above equation corresponds to the Langevin dynamics

d(Ei
dt

=D; +g;;T;(t), gijor; = Dij, (T) =0, (Di(t)T;(t')) = 20;;6(t —t'). (277)

It follows from Gaussianity of I" that @ — x(0) — Dt = fot 9:;T';(t) is a Gaussian variable. This variable has zero mean
and the pair correlation function

<[:B — :B(t = 0) - Dt}l[w — $(t = 0) — Dt]j> = gikgjl /O Fk(tl)rl(tg) = 2gikgjkt = 2Dijt, (278)

where we used Eq. (277). Thus under the condition x(0) = &’ the random variable x(¢) is Gaussian with the mean
(zi(t)) = z} and the dispersion ((z;(t)z;(t))) = 2D;;t. The corresponding PDF of x(t), representing nothing but the
Green function P(x,2’,t) of Eq. (276), is given by

P(z,x' t) =

I exp | [x — ' — Dt];[x — x' — Dt]; D1l (279)
(47t)n/2+/det D 4t v

The usefulness of the solution above is that it allows to see the form of the solution of the general Fokker-Planck
equation for small times 7. To see this consider the evolution of P(x,«’, ) from its initial value é(x — x').
This is why the Fokker-Planck equation is sometimes called a generalized diffusion equation.

F. The functional integral representation of the solution
G. One-dimensional Fokker-Planck equation

The Fokker-Planck equation in one dimension,

oP _ 9(D'P) &P

(280)

F

has special properties that allow to reach much understanding of the solution. F

H. Passage from the Schrodinger to the Fokker-Planck equation. Nelson formulation of the quantum
mechanics.

We consider a quantum system consisting of N particles. Forming a 3N —dimensional vector = (x1, T2, ..,TN)
the Hamiltonian operator can be written as

. B2
H=_-_—"vV? 281
QmVI+U(w), (281)

where U(x) is the potential energy. The imaginary time Schrodinger equation is

-
—o = v (282)

We assume that the Hamiltonian is bounded from below and designate the energy and the wavefunction of the ground
state by Ey and 1)y respectively,

_ (283)

the zero of energy is chosen so that the ground state
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I. Covariant formulation of the Fokker-Planck equation and passage to a constant diffusion coefficient

The problem of finding a solution to Hamiltonian dynamics is to large extent the problem of finding the correct
coordinates to describe the problem. In classical mechanics these are action-angle coordinates, in quantum mechanics
we look for coordinates in Hilbert space in which the Hamiltonian operator is diagonal. Analogously one may search
for the best coordinates to describe the Langevin dynamics (263). In one-dimensional case, one can always pass
to coordinates in the ”phase space” where the diffusion coefficient becomes an arbitrary, coordinate independent
constant. The qualitative arguments is simple” dividing Eq. (263) by g we get

1 de_hw)
9(x) di 9(2) +T. (284)

Assuming that the diffusion is not degenerate so that D(z) = g?(x) is everywhere positive, we may pass to a new
variable y(z) obeying y'(z) = 1/g(z) and the above equation takes the form

dy _ hlz(y)]
at ~ glaly)]

The Fokker-Planck equation satisfied by y already corresponds to the constant diffusion coefficient equal to one, which
is seemingly given by

(285)

9*P(y,t)

OP(y,t) @ {h[o:(y)} o) (286)

ot 9y Lole) P(y’“] *

ot dy
Now the above derivation is correct only qualitatively, but not quantitatively. The reason is that Eq. (263) is a
stochastic differential equation and, as we mentioned, its complete definition involves also a regularization prescription.
As a result the procedure of naive division of the equation is not correct - Eq. (285) is already not sensitive to the
regularization, so necessarily we missed something on the way. To find the correct form of the Fokker-Planck equation
on P(y,t) we recall that the PDF P(z,t) appearing in the Fokker-Planck equation is a perfectly well-defined object.
Then the equation on Py(y,t) with ¥’ =1/g can be obtained from the law of transformation of probability densities,
P(z)dxr = Py(y)dy or P(x,t) = Py[y(z),t]/g(x) and the Fokker-Planck equation on P(z,t). We find
It follows that the naive division procedure miscalculates the drift. The correct Langevin equation on y, corre-
sponding to the Fokker-Planck equation above reads
Let us now ask whether oin the general d—dimensional case one can also choose coordinates so that the diffusion
matrix simplifies to a constant one. Trying to apply the naive division argument, one fails: the division by g, here

meaning the multiplication of Eq. (263) by the inverse matrix g—!, produces
1425 oy (287)
b ~qp ~ Y5 " i

Now generally it is not possible to represent the LHS as a time-derivative of some vector function y[x]:

dyilx(t)] _ Oy du;

= 288
dt Oxj dt’ (288)
and the demand that the LHS of Eq. (??) can be written dy;/dt leads to the equation
Oy; 1
=gt 289
o, i (289)
It follows from the symmetry of the matrix of second derivatives of y that only if
gt —1
Jig _ Ik (290)
al'k [“)xj

is satisfied then one can expect the equality (289). The above equation is in fact also sufficient for the solvability

of Eq. (289). Now in general the above condition is not satisfied and we should not expect a transformation to an

equation with a constant diffusion matrix to be possible. Now, because our argument above is based on the incorrect

procedure of naive multiplication of the original Eq. (263) by g—!, then we should consider the above as merely a way

to see cheaply what is to be expected. The correct way to deal with the question of when we can pass to a constant

diffusion matrix by changing the coordinates involves the so-called covariant form of the Fokker-Planck equation.
INTRODUCE THE FOKKER-PLANCK OPERATOR
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J. Covariant form of the Fokker-Planck equation
K. Connection between the Fokker-Planck and Schrodinger equations

We already mentioned that there is a close connection between Let us consider S

L. Nelson’s formulation of quantum mechanics

The summit of the connection between the Fokker-Planck and Schrodinger equations is Nelson’s formulation of
quantum mechanics. Within this formulation the averages resulting from quantum evolution are given an equivalent
representation in terms of a stochastic process. Note that effective stochasticity appears already in the classical
mechanics and it does not demand quantum-mechanical notions. This led Nelson, who discovered the new formulation
in 1966 to write that if quantum mechanics was discovered in this language the history of conceptual foundations of
modern physics would be different. Indeed, the new formulation tries to explain the results of experiments traditionally
explained with the help of quantum mechanics in classical terms.

The possibility to pass from the Schrodinger equation to the Fokker-Planck equation of a particular form, that was
described above, means that mathematic

We provide the Nelson formulation for quantum mechanics of a single particle in one dimension. We use units
where A and particle mass are equal to one. The Green function of the Schrodinger equation can be represented as a
path integral,

G(m,x’,t)z/w(t)szwexp(iS[w]), S[w]:/ot <“;—V[w}>, (291)

w(0)=xz’

where w(t) is the particle coordinate and V' (w) is the potential. Considering imaginary time continuation of the above
quantity, one finds that exp(iS[w]) becomes exp(—S[w]) and the resulting equation starts to have a form of averaging
over different trajectories with trajectory probability weight given by exp(—S[w]). It becomes natural to consider
”statistical moments”

w w _ waw(tl)w(tn) exp(fS[w])
it ltn)) = J Dw exp(—S[w))

(292)

Assuming the ordering ¢, > tp_1 one can express the above average in terms of quantum mechanical expectation
value as,

(w(tr)-w(tn)) =< tolq exp[=(ta = t1) H|G.. exp[=(tn — tn—1)H]qltho >, (293)

where ¢ is the position operator, H is the Hamiltonian and |ty > is the ground state wave function.

M. The entropy growth (H-theorem) for the Fokker-Planck equation

The second law of thermodynamics states that one can associate with a closed system an entropy function. The
function grows as the system relaxes to equilibrium and attains its maximum in the equilibrium state. On the other
hand, the Fokker-Planck equation, at least near equilibrium, describes correctly the relaxation dynamics of slow
variables. Therefore it is natural to ask if the second law allows an explicit formulation within the frame of the
equation. Such formulation does exist and it is called H-theorem after the first theorem of the kind that appeared
in the context of the Boltzmann equation and will be considered later. Here the theorem is due to Lebowitz and
Bergmann and Graham.

One considers two different solutions of the Fokker-Planck equation, W7 and W5, satisfying

8tW1 +V. (DWl) = 37( ijﬁjwl), 8tW2 + V- (DWQ) = 81(D,J8JW2) (294)

It is assumed that the solutions may represent physical probability density functions that is they are non-negative
and normalized, [ W;(x,t)dz = 1. One defines ”entropy” by

S(t) = —/Wl In %dm = — / [Wl thl — W1 an2] dx. (295)
2
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As we shall see the above definition produces a natural generalization for the entropy. Let us note that S is a
non-positive function. Using [ W;(x,t)de = 1 we may rewrite S as

S:—/{Wllnx—W1+W2] dm:—/Wg[RlnR—R+1]dm, (296)
2

where we introduced R = W7 /Ws,. The last term in the above equation is always not positive as it follows from
R
RlnR—R—i—lz/ Inxdz > 0, (297)
1

holding for any R > 0. Next we consider S:

Wy

S = /{nv DWl)—KV (DWQ)] dm—/[lnwla(Dijajwl) s

W, W, 77 0i(Di;0; W2)} (298)

where we separated the derivative into the contribution of current and diffusion terms and used [ Wi(z,t)dz = 0.
Making the assumption that integration by parts is allowed (which here means that the current D is non-singular
and it does not lead to run-away solutions of the "noiseless” Langevin equation & = D[x(t)]), one finds that the
contribution of the current terms vanishes. For the contribution of the diffusion term the integration by parts gives

- WA 9 (WA OWp O Wi\ [OW1 Wy oW,
S_/ |:D” 8xj 3117,' (111 WQ) D” 895] 6I1 ( >:| dw_/Dzja ( Wz) |:(92E] W2 6$j :| ' (299)

Introducing & = In(W;/W2) and assuming that the diffusion matrix is positive definite we find

S':/W1 ”88—58875 >0, (300)
J

where we equality occurs only if Wi = W5 (assuming W > 0 everywhere). Note that in the above analysis the current
D and the diffusion matrix D;; may be the functions of both coordinate and time.

The integral in Eq. (300) determines a kind of a ”distance” between W; and Ws : it is always non-negative and
it vanishes only if W7 = W5. Thus as long as Wy # Ws, the entropy will grow. Since the entropy is bounded from
above by zero, then, assuming S(0) is finite, it is not possible that the distance between W; and W5 remains above
an arbitrary small € > 0 indefinitely. This implies that under the assumptions allowing the integration by parts in
the above derivation, any two solutions of the Fokker-Planck equation will tend to agree at large times. In particular,
if there is a stationary, normalizable solution Ps; of the Fokker-Planck equation, then for any state of the system, as
defined by the time-dependent probability density function P, one may introduce the entropy

P

So(t) = —/Pln dx. (301)
Pst

Such entropy always increases reaching its absolute maximum in the ”equilibrium” with P = Pg. This finishes

establishing the form of the second law for the Fokker-Planck equation.

N. Examples of use of the entropy growth theorem

The entropy growth theorem allows one to deal with the problem of convergence to the stationary solution, when
the latter exists, in situations where the Fokker-Planck equation does not have the special gradient form described
by Eq. (?7?). It must be stressed that the gradient form does not hold already in the simplest situations, for example
it does not hold for the Kramers equation (302) below. However, the theorem applies only if D;; is a non-degenerate
matrix, while in many situations it is in fact degenerate. A simple example is provided by the one-dimensional
Kramers equation

OP(z,v,t) 0 0 (v 1dU kgT 0O
o —l ax”*av(ﬁde) Mr 002 (302)
describing Brownian motion in an external potential U,
dx dv v 1dU0 f
@Y @ T Ma (303)
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The above equation cannot be written in the gradient form while the diffusion matrix is degenerate with only one non-
vanishing component D,,. Thus while we know that the Boltzmann distribution P.,(x,v) = N exp|—Mv?/2kgT —
U(x)/kpT] is a stationary solution of Eq. (302) the results shown before do not guarantee that an arbitrary initial
state will relax to the Boltzmann distribution. Let us show how one can still use the entropy growth theorem to show
that a general solution of the Kramers equation does converge to the Boltzmann distribution at large times. We note
that Eq. (300) implies for Kramers equation that 0¢/0v where { = In W (z,v,t)/Peq must tend to zero at large ¢ for
any solution W of the Fokker-Planck equation. This implies that at large times any distribution will take the form

MV?
W(z,v,t) = h(z,t)exp [— 2/{:BT] , (304)
where h is some function of x and t¢. Inserting the above into the Kramers equation (302) we find that h obeys
oh 0 1 dUu
—=|—-—= - —=— ] vh
ot ( dr kgl dm) Y (305)
Because h is independent of velocity v it follows that
oh U(x)
i 0, h=h,exp {— k‘BT} . (306)

Thus relying on the entropy growth theorem we were able to show that the stationary solution is also unique for the
Kramers equation and all initial conditions relax to it at large times. It is important that we may actually demonstrate
this result which is expected on physical grounds.

The usefulness of the entropy growth theorem is not limited to demonstrating uniqueness of the stationary solution
and the convergence to it at large times. In particular, as we mentioned, the theorem holds even if the coefficients of
the Fokker-Planck equation depend on time where there is no meaning to a stationary solution. An important case
of problems with no stationary solution is diffusion-like problems. Consider one-dimensional diffusion equation

or_r
ot oz’

If we consider diffusion on an infinite line then there is no stationary solution to the above equation - the particle
diffuses spreading over a continuously growing region of space. It turns out that in this and many other similar
situations the role of the stationary solution is played by a self-similar solution. The self-similar solution is a solution
of the form P(z,t) = t~*®(x” /t) where o and 3 are some constants and ® is some function (due to the normalization
condition [ P(z,t)dz =1 one has a8 = 1). The evolution of such solution in time is dull - the plot of the function at
a later time can be obtained from the previous one by a simple rescaling of the units on the axes. This ”triviality”
of the evolution is next in complexity after the stationary solution which is a particular case of a self-similar solution
with unit rescaling. In particular, when a slef-similar solution ansatz is plugged in the Fokker-Planck equation, then,
if such solution exists, it is found from ODE on ® rather than the PDE. For diffusion equation the search for a
self-similar solution leads to

(307)

Ps(m,t) =

! [ v } (308)
ex —_— | .
Var Dt P 71Dt

Of course Ps(z,t) = G(x,2’,t) where the Green function G(x,2',t) solves Eq. (307) with the initial condition
G(z,2',0 = §(x — 2’). Now the H-theorem still says that any two solutions of the Fokker-Planck equation must
converge at large times. Hence we conclude that at large times all solutions of the diffusion equation become approx-
imately self-similar and are described by Eq. (308).

The above conclusion is easy to derive for the diffusion equation. First we note that G(x,2’,t) is just a shifted
distribution Ps(z,t) that is G(z,z’,t) = Ps(x —a’,t). At large times where v DT > ' we have G(z,2’,t) = G(«,0,1)
which shows the conclusion of the theorem for the Green function solution of the Fokker-Planck equation. For arbitrary
solution we have the general expression P(z,t) = [ G(z,2',t)P(2',0)d2’ and at times where VDt is much larger both
than the center of mass z. and the width of the initial distribution we have P(x,t) ~ [G(z,x.,t)P(2’,0)dz’ =
G(z, e, t). Thus we see that at large times P(z,t) converges to Ps(z,t). Of course to improve the rate of convergence
it is better to use G(x, x., t), which is just a shifted self-similar solution, instead of G(z,0,t).

While for diffusion equation the above conclusions are rather easy to see directly, in more complicated situations the
search for a self-similar solution and then the proof of the asymptotic convergence to it based on H-theorem constitute
a very efficient way of deriving large-time behavior of the solutions.
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VIII. BOLTZMANN EQUATION

Boltzmann equation is historically the first case when it became possible to see how microscopic laws give rise to
macroscopic ones. The corresponding passage from one level of description (microscopic one) to another (macroscopic
one) involves an assumption that cannot be derived on purely mechanical grounds. Thus Boltzmann equation has
value additional to the merely practical one - it lays bare what is needed (in the case of the gas) in order to pass from
the microscopic time-reversible dynamics to the irreversible macroscopic dynamics.

Physical systems that can be studied with the help of the Boltzmann equation are dilute gases of (quasi) particles.
We consider ordinary molecular gases. If we designate the radius of molecular interactions by d then the condition that
the gas is dilute is € = nd® < 1 where n is the concentration of particles. Since the average distance n='/3 between the
particles is much larger than their effective size d then most of the time each molecule moves freely. The dynamics of
the gas is the free motion of particles interrupted by collisions between pairs of particles. The collisions, though rare,
play crucial role in the gas relaxation to equilibrium - it is them which make the system dynamics chaotic allowing
for mixing (forgetting of initial conditions and relaxation). Note that in the basic equilibrium statistical mechanics
calculations one takes for the gas Hamiltonian just the Hamiltonian of the free particles, thus neglecting collisions.
The role of collisions is subtle: they are the reason for the relaxation to equilibrium but they can be neglected in the
final equilibrium averages.

Let us characterize collisions. It is sufficient to consider only binary collisions - collisions between larger collections
of particles are negligible because the gas is dilute. The so-called mean free path l,,,cqn gives a typical distance that a
molecule passes between two collisions. This distance is found by noting that if the particle passes a distance [ then
on the way it bumps all particles within the cylinder of height | and cross-section d?. Thus the distance passed to
bump into one particle on average is determined from the condition nl,,eqnd? ~ 1 or

1
Limean ~ 5 (309)

Note that l,,eqn is much larger not only than the molecular size d but also than the mean distance n~1/3 between
the particles, Lmeann/® = €72/3 > 1. The characteristic time that passes between the collisions - the mean free time
Tmean 18 given by Timean ~ lmean/v Where v is the typical molecular velocity (normally thermal velocity). Collisions
occur in spatial regions of typical size d < lpeqn With collision duration time 7., ~ d/v <K Timean. Within the frame
of the Boltzmann equation coarse graining is performed over temporal scales much larger than 7., and over spatial
scales much larger than d. As a result the collisions are effectively instantaneous in time and local in space. The
resulting effective dynamics is qualitatively similar to the dynamics within the model of hard spheres with radius d/2.
In the latter dynamics the particles are free as long as the distance between their centers exceeds d. At the moment
the distance equals d the normal component of the relative velocity of the particles is reversed instantaneously. The
arising so-called event-driven dynamics is simple to imagine. One assumes that all coordinates and momenta of the
particles are given at some initial time ty. Propagating these coordinates and momenta in time according to the
laws of the free motion one finds the time ¢; of the first collision event, where the distance between a particular
pair of particles becomes equal to d. Then updating the velocities of the colliding particles according to the normal
component reversal law one repeats the procedure starting with time ¢;. Thus the dynamics consists of free motion
interrupted by discontinuous changes in particles velocities that take place at discrete moments of time. Within the
frame of the Boltzmann equation this applies effectively to all gases.

The Boltzmann equation provides a more fundamental description of the gas dynamics than the hydrodynamics
that we considered before. As we will see the latter applies at spatial scales larger than [,,cq., and temporal scales
larger than 7,,¢qn, while the Boltzmann equation is able in principle to describe motions at smaller scales as well.
However, even if the motion occurs at scales describable by the hydrodynamics, its more fundamental description by
the Boltzmann equation allows to express the kinetic coefficients of viscosity and heat conductivity (that appear in
hydrodynamics as phenomenological constants) in terms of microscopic quantities. Such expressions allow to address
the actual calculations of the coefficients.

Like hydrodynamics, the Boltzmann equation applies to gas dynamics in each realization rather than applying
just on average to an ensemble of identical systems. The equation applies to the so-called single-particle distribution
function f(x,p,t) which definition is rather similar to the definition of the hydrodynamic fields. We first consider a
gas without internal degrees of freedom (monoatomic gas). We define a microscopic density

N

fmicro(a:;pv t) = Z 6(ml(t) - w)é(Pz(t) - p)a (310)

i=1

that gives the density of particles with momentum p at point . We have [ fiicro(2, p,t)dxdp = N. The evolution
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of the above density is determined by the equations of motion which are governed by the Hamiltonian

N o2
P;
H:Z%—FZU(M—WD. (311)
i=1

j<i

The assumption that the potential is given by the sum of pair interactions is of no limitation because only binary
collisions need to be accounted in the considered approximation. The density f.icro €volves according to

afmicro afmicro _ 8fmicro _ B
ot VT ox ( ot )wl T (812)
where the RHS is due to collisions and it is given by
8fmicro _ 2 ) ) 6U(|€C — Ty (t)|)
(Here) = S date) = oo (1) - p) 2, (313

i#]

We now define the coarse-grained object, the single-particle distribution function f by

t+At ! /
dt dx dp

f(z,p,1) E/ 7/ 7/ —— fmicro(2’, ', t'). (314)
v At Jwai<t Vi Jip—pi<ap Vap

where V;, Va, are the volumes of the regions of coarse graining. While fiicro(x, p,t) is a function with rather wild
dynamics in time, its coarse-grained version obtained with a proper choice of At, [ and Ap, satisfies a smooth dynamics
in much the same way as the hydrodynamic fields do. The function f(«,p,t) counts the partial time-average number
of particles N(x, p,t) in a region of the single-particle phase space,

N(z,p,t) = f(z,p,t)ViVap. (315)

This region is a ball with radius [ near & and a ball with radius Ap near p. The choice of Ap is done so that the
variation of f(x,p,t) over the scale Ap in momentum space is negligible and one has

t+At dt d$l dp/ ,
ren 5 - U Vlfmicro(w/ap/a t/) ~ 'va(%Py t) (316)
/t At /Iw'—wg Vi Jip—pi<ap Vap

Still Ap should not be too small: the consistent definition of f is only possible in the quasi-classical approximation
and Ap must be much larger than the scale of momentum quantization %/l. The time-derivative of f(x,p,t), similarly
to the one of fiicro(x, D, t) see Eq. (312), is given by

of  Of of
= ot (&), o

where the first term on the RHS describes the change in N(x,p,t) caused by the ballistic streaming of the particles
out of V;. The understand the second term, due to the collisions, we consider the choice of At and [. The choice of [ is
done according to [ > n~'/3 so that V; contains a large number of particles. This makes f change only due to averaged
effect of many collisions, see below. The choice of At is done so that 7.,y < At < Tinean. Then due to 7., < At the
collisions occur effectively instantaneously while due to At < Tyeqn the fraction of particles undergoing collisions in
At is small. Then the change of f due to collisions can be described differentially and the fraction (AN (x, p,t)/At)cor

in
of 1 AN (xz,p,t)
- ~~ 1
< 6t ) col WVAP < At col , (3 8)

is well-defined. Here AN describes the variation due to collisions of the number of particles in V;Va, within time At .
This variation is composed of two parts. First part is due to collisions that particles with momentum p undergo with
other particles: such collisions produce particles with momenta generally different from p and decrease N(x,p,t). To
describe the corresponding change of N we introduce the number of collisions dN. that occur per unit time, within
the ”physically infinitesimal” volume dV (that is dV that contains many particles but such that f(x,p,t) changes
negligibly over it) such that particles momenta p, p; are changed to p’, p}

dN. = w(p',p\;p,p1) [ frdpdp,dp'dp|dV, (319)




o1

where dp, dp;, dp’, dp} describe indeterminacy in the particles momenta, f = f(x,p,t) and fi = f(x,p,t) (similar
notations for f will be used below). The number of collisions is naturally proportional to the number of pairs of
particles f fi with initial momenta p, p; and to the volume factors. The factor w(p’, p};p, p1) comes from mechanics:
it describes the scattering of two particles and can be found by solving the (quantum) mechanical scattering problem.
Note that initial momenta are written to the right as it is customary in quantum mechanics. To illustrate Eq. (319)
let us consider its use for the derivation of the detailed balance property of the equilibrium state of the gas.

A. Detailed balance

The principle of the detailed balance says that the time-reversal invariance of the equilibrium state in fact holds
on the level of elementary processes: on average the changes in the system caused by each elementary process are
balanced by the change due to the time-reversed process. For gas this signifies that in equilibrium the average number
of transitions from p, p; to p’, p) is equal to the average number of transitions from —p’, —p} to —p, —p; (minus
comes from time-reversal of momenta). Designating the equilibrium distribution function f by fo(x,p) we find the
condition of detailed balance

w(p', p; P, p1) fofordpdpidp'dpidV = w(—p, —p1; —p', —p1) fo fo1dpdp1dp'dp} dV, (320)

or

w(p’, Py P, p1) fofor = w(=p, —p1; =P’ —P1) o for- (321)
Note that due to mechanical reversibility we have
w(p',py;p,p1) = w(—p, —p1; —p', —ph). (322)

Let us verify the the Boltzmann distribution

2

. I
fo(x, p) = constexp [ 2kaT] ) (323)

indeed validates Eq. (321). We note that w(p’, p; p, p1) should vanish for values of p-s that violate conservation of
total momentum and energy that is

2 2 2 1\2
p p p p
w(p', pi;p.p1) x & (2m + ﬁ - (2:71

)5(p+p1—p’—p’1)- (324)

Then equality in Eq. (321) holds due to the first §—function above. In fact the presence of the second §—function
allows for the more general solution to the detailed balance condition

2m—p-V
fo(x, p) = constexp {—%] , (325)
where V is an arbitrary constant vector. The above solution can be rewritten as
—V)2
fola, p) = const’ exp [—%] | (326)

and it corresponds to the Maxwell distribution as seen in the frame moving at speed V. Let us note that the detailed
balance demand refers only to an average number of processes and not exact the exact one. How does this enter
the above consideration? The point is that (323) is true only on average - in reality there are always fluctuations
of f(x,p,t) even in equilibrium. Such fluctuations are neglected here from the very beginning and they are also
neglected in the frame of the Boltzmann equation.

B. The Boltzmann equation

We are now ready to describe (AN (x,p,t)/At)co in Eq. (318). It is given by

AN(x,p,t
<(Atp)) = —VzVAp/w(p’,p’l;p,p1)ff1dp1dp'dp'1 +VzVAp/w(p,pl;p’,p’l)f’f{dmdp’dp'l- (327)
col
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The first term in the RHS describes the decrease of N due to collisions of particles with momentum p with particles
with momentum p; and its meaning was explained above. The second term describes the increase of N (x,p,t) due to
collisions of two particles with momenta p’ and p/ that result in one of the particles carrying momentum p. Comparing
the above with Eq. (318) we find the Boltzmann equation that describes the evolution of f(x,p,t) according to

of = of
vl = siy, (328)

where the so-called collision integral Stf describes the effect of collisions and it can be written as

Stf = /(w'f’f{ —wf f1)dpdp'dpy, w=w(p, pl;p,p1), W =w(p,pi;p,p)). (329)

One can rewrite the above integral in a different form using unitarity. This is done more conveniently using quantum
mechanical notations. We use the scattering matrix S that describes the probability amplitudes of different scattering
processes. This matrix is unitary so that ST = 1 and we have

> SriSue =0, > 1Suil =1, (330)

where the latter equality follows from the former by setting i = k. Since |S,;|?> describes the probability of the
transition from ¢ to n then ) |Snil? = 1 just expresses that the sum of the probabilities of passing somewhere is
one. On the other hand writing the unitarity condition in the form SS* =1 we find >0 SinSt, = 0i and

> ISl =1, (331)

that is the sum of probabilities of transitions to a given final state is also one. It follows that Y |S;,[? =, [Snil?.
Excluding in the sum the ¢ = n term which is the same on both sides we obtain

D 18l =19l (332)

This condition written in terms of w takes the form
/ w(p’, p}; p,p1)dp’dp) = / w(p,p1;p', p))dp'dp). (333)

Noting that the integral over p’, p} in the second term in Stf in Eq. (329) does not involve f and using the identity
above we may rewrite the collision integral as

Stf = / W UL — £ 1] dprdpldp,. (334)

The above form is particularly convenient to see that the collision integral vanishes for the shifted Maxwell distribution
described by Eq. (326) (and thus of course also the non-sifted distribution). This is seen from the proportionality of w’
to d—functions in energy and momenta like in the analysis of the detailed balance condition. Thus we see immediately
from the above form that the equilibrium solutions described by Eq. (326) are stationary solutions of the Boltzmann
equation.

It is possible to incorporate external fields in the Boltzmann description easily. For example if an external potential
U is applied to the gas and U changes slowly over the scale [ then the modified Boltzmann equation is

af  af AU df

where the last term on the LHS accounts for the changes in N(x,p,t) due to the external force driving of p. In
particular, external potential is a way to include rigid walls into the consideration. Below we don’t write down the
external forces term which can be included simply.

Why does f(x,p,t) obeys a closed dynamics? As we mentioned velocity of a single particle is almost integral of
motion: it is conserved most of the time. Still velocity by itself is not a slow variable because it undergoes fast
changes in collisions. To turn it into a slow variable one introduces the collective variable f(a, p,t) which is similar to
particle velocity averaged over many particles. Such function is already undergoing only slow changes (over the scale
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Tmean) and it represents a slow variable obeying a closed dynamics. The derivation of the closed dynamics involves an
essential assumption which we discuss after the derivation of a main consequence of Eq. (328) - the famous H-theorem
by Boltzmann. To describe the theorem in its general form we first generalize the description to gases with internal
degrees of freedom. A simplest example is a diatomic gas where besides the translational center of mass degree of
freedom one needs to account for the rotational degree of freedom of the molecule. In this case collisions generally
change not only p but also the angular momentum of the molecule M. In contrast, M is conserved between the
collisions. It turns out that in this case it is sufficient to include M in the independent arguments of f while the angle
coordinates are not essential. Generally, for molecular gases with internal degrees of freedom the Boltzmann equation
applies to f(x,T',t) where T" includes all integrals of the free motion of the molecule (for diatomic gas I' = (p, M)).
The equation still has the form of Eq. (328) with the collision integral given by

Stf = /(w’f'f{ —wf fi)dldl'dl'y, w=w(’',I';ITh), w' =w@ ;T TY), (336)

where w now characterizes the transitions in I'. As for monoatomic gases, using unitarity one finds an equivalent form
of Stf given by

stf = [w/1£5] - £h]dvarars, (337)

Again one can see that Stf vanishes for the equilibrium distribution.

IX. THE H-THEOREM

The celebrated H—theorem by Boltzmann describes a main implication of Eq. (328): within the frame of the
Boltzmann equation the information is no longer conserved and entropy grows. In other words, there is finite memory
within the frame of the equation. Thus in contrast to the microscopic dynamics which is completely time-reversible,
the dynamics described by the Boltzmann equation is irreversible and leads to forgetting of the initial conditions.
This is in accord with the general expectation that a passage to a reduced description involves loss of information and
the missing information (equivalent to entropy) will grow in the course of evolution. Here the reduced description of
the gas dynamics is performed in terms of the single-particle distribution function f(r,T') in contrast to its complete
description in terms of the coordinates and the momenta of the particles. We will discuss the origin of irreversibility
more below.

Boltzmann considered an ”H-function” which is minus the entropy S of the gas. The entropy in terms of the
single-particle distribution function f(7,T',t) is given by

S = / fln (;) dvdr. (338)

Clearly S is a function of the state of the gas and the gas evolution is associated with some variation of S in time.
This variation obeys

as of B af ds
== /mfat Avdr = /lnfvadedF—k (dt>coz’ (339)

where the last term describes the change of S due to collisions,
s = —/lnf or dvdl = —/ln fStfdvdr. (340)
dt col ot col
For the first term in the RHS of Eq. (339) one has
/ln f'ungdF = /'uifln idVdF =0, (341)
ox ox e

where we assumed that the integral of the total derivative vanishes. We conclude that entropy changes only due to

collisions,
ds ds
dt (dt)col / s (312
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where we defined the density $ of entropy production due to collisions by

$(z,t) = —/ln fStfdr. (343)

To study the above expression we consider properties of the collision integral.

A. Some properties of the collision integral

Let us derive a useful transformation for integrals of the form [ ¢(I')Stfdl’ where ¢ is an arbitrary function. Using
the collision integral in the form (336) we have

/¢ )St fdl’ = /¢ w(l, Iy TV, 1)) f f1d'T /¢ w(IV, Ty 1,0y f f1d'T. (344)
where d*T' = dI'dT'1dI’dl"}. Interchanging in the second integral I' and I'; with I and T'} we find
Jomsesar = [1o(r) - ()] wr. i T f T (345)
Next we interchange I with I’y and IV with I'] in the last integral and obtain
J16(4) = o) (e, L T fa'T = [ 600 = o)) (P LT, T T (346)
where we use that w(I',I'y;T7,T) = w(T'y, T; T, T). The latter equality follows from the fact that w on both sides of

the equation describe the same scattering event with the only change of which particle to refer to as the ”first” and
which as the ”second”. Taking half sum of Eq. (346) we obtain the final result

Jostsar =5 [[16(r) + o(ry) - 6(r") ~ oL w(T. LT, T T (347)
By taking ¢ = 1 we find from the above equation that
/Stde =0. (348)
Two additional integrals vanish as well,
/e(F)Stde =0, /pStde‘ =0, (349)

which is seen by noting that w in Eq. (347) is non-vanishing only for those values of I" which obey the energy
conservation €(T') +€(T') = ¢(T”) + €(T'}) and the momentum conservation p+ p; = p’ + p}. Let us show the meaning
of equations (348)-(349). We introduce the particle concentration N (x,t), the energy density N(x,t)e(x,t) and the
momentum density p(x,t)V (x,t) where p(x,t) = mN (x,t) is the mass density. These can be expressed with the help
of the single-particle distribution function f(r,T',t) as

N(axt)z/f(:a]f‘,t)dl", N(z,t)e(x,t) :/e(F)f(:c,F,t)dF, p(:mt)V(w,t):/pf(:v,l",t)df. (350)

Then Eqgs. (348)-(349) tell that the rates of change of the above densities due to the collisions vanish,

(%‘y)w[ = / <?’th>@1 dar = /Stde o, (5((;\£G)>wl _ /e(F) (?)f)wl dr = /e(F)Stde =0, (351)
(55) = [#(5) o= [srrar=o -

In other words, collisions happening within a physically infinitesimal volume dV do not change the total number
of particles, energy and momentum inside the volume. An additional property of the collision integral follows from

Eq. (347), namely that
Y (AN 4
/lnfStde— 2/wfflln(ff1)d1"§0. (353)
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To see the inequality we note that Eq. (348) applied to collision integral in the form (337) produces the identity

1 £l
/w’(f'f{—ffl)d4F:/w'ff1 [z —1] =0, xz%. (354)
1
Using the above identity we may rewrite Eq. (353) and obtain
1
/lnfStde:—i/w'ffl [zlnz —x+1]d'T <0, (355)

where the equality holds if and only if z = 1, see Eq. (297). It is the last property of the collision integral that
underlies the H —theorem.

B. Proof of H—theorem
We are now ready to complete the proof of the H—theorem. We find from Eq. (342) that

ds

e sde, §$=— /ln fStfdl >0, (356)
see Eq. (355). Thus the entropy grows always unless x = 1 or ff; = f'f{ where the latter equality is satisfied in
equilibrium. Let us stress however that the above equation does not imply that in relaxation to equilibrium the gas
entropy grows locally everywhere. In fact this is impossible - we could start with an initial state which local entropy
density exceeds the equilibrium one in some places. To clarify this point we introduce the entropy density § by

S(t) :/§(m,t)dV, 5(,t) z/fln (;) dr. (357)

We have

% = /ln fvg—idf — /lnfStde‘. (358)
While the last term is always nonnegative the first one can have an arbitrary sign. In fact in some regions of space it
is negative because its spatial integral balances to zero. Thus locally entropy can decrease due to entropy exchange
with the nearby regions of the gas which is described by the velocity term above.

We see that the Boltzmann equation is in apparent contradiction with mechanics. Within mechanics there is no
function of state which would grow monotonously with time - the existence of such a function would contradict
microscopic reversibility. In particular, for gas obeying the Boltzmann equation the Poincare recurrence theorem does
not hold. The theorem says that for gas in a finite vessel the system evolution always brings it back arbitrarily close
to initial state. The return time is called the Poincare recurrence time. In particular, if initially gas molecules are
localized in one half of the vessel then they will return close to this state later. The point where the transition to
irreversible equations occurs is Eq. (319). The equation assumes that the number of pairs of particles with given
momenta in given volume is given by the product of the single-particle distribution functions. In reality, to describe
the number of pairs we need to introduce the two-particle distribution function that gives us directly the number
of pairs in the volume. The decomposition into product like in the usual probability theory corresponds to the
assumption that the particles are not correlated before the collision. On the other hand, the particles are correlated
after the collision. In this way, the Boltzmann equation breaks the symmetry between the moments of time before
and after the collision which eventually results in irreversible dynamics. The assumption that molecules have no prior
knowledge of each other and are independent before the collision is known as the molecular chaos assumption. Note
the resemblance to the quantum mechanical rule of measurement which was observed by one of the students.

What does the Boltzmann equation describe in view of the above? In reality sooner or later the molecules which
collided in the past and are thus correlated will collide again. The time when it happens is on average expected to be
comparable with Poincare recurrence time. There is an additional effect that the correlation between the molecules
spreads in the gas due to collisions with molecules that will collide with both of the particles. In this way the memory
of the initial state stays in the gas. The time-scale at which the effects of this memory are expected to be visible is the
Poincare recurrence time which is huge for large number of molecules. At ordinary time-scales the assumption that
colliding molecules are not correlated works well. Thus the Boltzmann equation describes what happens at ordinary
time-scales most of the time (i. e. assuming that we are not close to the time when memory effects start playing
role). This is in accord with the basic understanding of the laws of thermodynamics as not absolute.
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X. HYDRODYNAMICS AS UNIVERSAL DESCRIPTION OF SOLUTIONS TO THE BOLTZMANN
EQUATION AT LARGE TIMES

The fact that collisions increase the entropy locally allows to reach much insight into the gas evolution. Below we
perform the consideration for gas with no internal degrees of freedom.

The local relaxation to equilibrium due to collisions is constrained by the laws of conservation of mass, energy
and momentum expressed by Egs. (352). To see the consequences of such constrained local relaxation consider first
the evolution of the gas from the initial condition on f that corresponds to constant densities of mass, energy and
momentum so that N(x,t = 0), e(x,t =0) and V(x,t = 0) defined by Eqs. (350) are constants. In this case the gas
will relax to equilibrium during the characteristic time-scale of collisions 7y,eqpn- This is summarized by the so-called
relaxation time approximation where the collision integral is substituted by

Stfm—f Tf°7 (359)

with 7 ~ Tpean and fo the local equilibrium distribution function, see below. In contrast, the relaxation time increases
greatly when N(x,t = 0), e(x,t = 0) and V(x,t = 0) vary in space. Assume first that the scale L of variations of
N(x,t =0), e(x,t =0) and V(x,t = 0) is very large. In this case the gas locally does not know that somewhere far
away the values of N(z,t = 0), e(x,t = 0) and V(x,¢ = 0) are different from the local ones. The gas will relax within
characteristic time-scale T,,cqn to the state which has the form of the local equilibrium with f(x, p) obeying

N o N(z,t=0) m(’u—V[.’utzO])2
@ p)~ fole,p.t = 0) = o e = 072 P | " Tt =0) | (360)

where T'(x,t = 0) is fixed by the demand that the distribution function above reproduces the correct value of the

energy density,

mV (z,t =0)?  3kpT(x,t=0)
2 * 2 ’

1 mu?

(@t =0) = 5= | T (p)p - (361)
where the first term in the RHS represents the center of mass energy. To see the above formally note that by the
assumption of large L the spatial gradient term in the Boltzmann equation (328) is much smaller than the collision
integral so that initially the Boltzmann equation gives d;f = Stf. The latter evolution is purely in momentum
variable with f(x,p) evolving independently at different x. This evolution continues until f becomes of the form
f = fo+df where St[fo+df] ~ vV fy (remember that Stfy = 0 so that St[fo+§f] ~ §f). At this point the gradient
term becomes important in the Boltzmann equation while fy has the form given by Eq. (360) with N(z), e(x) and
V (x) given by their original local values at t = 0. Once this happens (within a characteristic time-scale Tpeqn ) further
evolution starts to change the local values of the conserved quantities that is f(x,p,t) obeys

2
f(vaﬂt):fO(wap7t)+5fv f0($7p7t): N(w7t) [_M

[2’/kaBT(m’t)]3/2 €exp QkBT(m,t) ‘| 5 6f < va (362)
where N(z,t), V(x,t) and T(x,t) depend in time. The evolution of the latter fields is due to the combined action
of the ballistic motion, that mixes them among different regions of the gas, and the local relaxation due to collisions,
that keeps the approximate local equilibrium form given by Eq. (362) intact. The characteristic scale of this evolution
is the mixing time Ty ~ L/v ~ Tmean(L/lmean). During this time-scale gas molecules moving at the characteristic
speed v will mix the locally conserved quantities which inhomogeneity scale is L. It is now clear how large L should
be for the above picture to hold: it should be such that Tean < Timiz OF lmean/L < 1. The parameter lyeqn/L is
called the Knudsen number Kn. If the initial conditions are such that Kn < 1 then after a time-scale of order 7,,can
the distribution function takes the form described by Eq. (362). In particular, if one is not interested in the details of
the initial transient at time-scale Tcqn One can use directly Eq. (362) and address the evolution of N(x,t), V (x,1)
and T'(x,t). This evolution is described by the equations of hydrodynamics and it is discussed in the next subsection.
Note that the final result of the hydrodynamic evolution must be that N(z), V(z) and T'(x) are constant while ¢ f
in Eq. (362) vanishes. The relaxation time is at least Tiiz > Tmean and sometimes much larger.

Thus we saw that if initial conditions for the Boltzmann equation are such that Kn < 1 then at t > T,0qn the
distribution function is described by Eq. (362) and the equations of hydrodynamics. Let us show that in fact such
description holds at ¢ >> Tyeqn for arbitrary initial conditions, including those with Kn 2 1. The ultimate reason for
this can be seen from the theory of hydrodynamic fluctuations that demonstrates the robust property that the higher
the wave-number of the perturbation, the faster it relaxes. As a result the evolution of Kn with time brings us to
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the region with Kn < 1 where Eq. (362) starts to apply. The evolution of N(x,t), V(x,t) and T(x,t) proceeds as
follows. During time-scale of collisions 7T,,eqn the initial fields become smooth over the scale ¢4, and Kn becomes
of order one. During further evolution the combined action of the ballistic motions and collisions gradually eats
the higher-wavenumber components of N(x,t), V(x,t) and T'(x,t) unless the regime with Kn < 1 settles down at
t > Tpean- The difference between the cases where the initial conditions obey Kn <« 1 and Kn 2 1 is that in the
latter case one does not know the effective initial conditions for N(x,t), V(x,t) and T(x,t) in Eq. (362) without
going into the details of the transient regime. For initial Kn < 1 these conditions are determined just by the exact
values of the locally conserved quantities at t = 0.

Thus a reduced description of the gas dynamics is possible at ¢t > T,eqn Where instead of one scalar function of
six variables one can use five scalar functions, N(x,t), V (x,t) and T'(x,t) of three variables. This is a big reduction
in complexity: instead of f(x,p) we use just a few of its low-order momenta in p- variable [hydrodynamic fields
are moments of f see Egs.(350)]. We have now three levels of description of gas dynamics, which apply at different
temporal and spatial scales. Mechanics (classical or quantum) is the most fundamental level of the description here.
The Boltzmann equation is the next level, it provides a description at time-scales larger than the duration of collisions
Teor and at spatial scales larger than the range of molecular interactions or the size of the collision regions d. Within
the Boltzmann equation collisions are considered as point-like events in space and time. The last, third, level of
description is hydrodynamic, it applies at time-scales larger than 7,4 >> Tcoi and at spatial scales much larger than
lmean- Let us pass to the derivation of the hydrodynamic evolution equations.

A. The evolution of the hydrodynamic fields

We now address the evolution of densities of locally conserved charges at time-scales much greater than 7,,ean
which is equivalent to the evolution of the hydrodynamic fields N(x,t), V(z,t) and T(z,t). Hydrodynamics will
be considered as a certain perturbation series solution of the Boltzmann equation with evolution determined by the
demand that the series solves the equation.

First we note by taking the time derivatives of Egs. (350) with the help of the Boltzmann equation that the following
identities hold

Lp(a?t) +V-(pV) =0, O Vi(@.t) _ 0 /mvivjf(wyp, t)dp,

ot e
ON (x,t)e(x,t) 0 /mvw2
T

e 3 f(z,p,t)dp, (363)

2
where we used that the collision integral gives zero contribution into the time derivatives of densities of locally
conserved charged, see Eqgs. (351)-(352). Above we employed the monoatomic gas expression €(I') = mwv?/2. The
equations above are just consequences of the definition and they apply independently of the dynamics of f. Assump-
tions on f will allow us to close the equations for the fields N(x,t), V(z,t) and T(x,t). Notice however that the
continuity equation determining the evolution of p is already closed and needs no further studies. Now if we consider
the hydrodynamic regime with f determined by Eq. (362) then it is easy to find that in the leading order

/mvivjf(ivapv t)dp =~ /mvivjfo(fB,P» t)dp = pV;V; + NkgTd;; = pV;V; + pdij, (364)

where we recognized that NkgT is the local pressure of the gas. Analogously we have

2 2 2 Nk T
/mvw f(%p,t)dp%/mvzv fo(z,p, t)dp = ('OV+SB> Vi 4 pVi. (365)

2 2 2 2

Using the expression for € in terms of N(x,t), V(x,t) and T(x,t), see Eq. (361), we find the following equations

dp o OlpVi) | AlpViV; +psy)

g PV VIS0 e T =0,

d [pV? 3NkgT] , 0 ([pV?  3NkpT B

at [2 o | e\t ) =0 (366)

These are nothing but the ideal hydrodynamics equations of gas with no internal degrees of freedom. Note that the
energy flux is given by energy density times V;, which represents purely convective flux of energy plus the pressure
contribution pV; that represents the work done by the pressure forces. The above equations while describing meaningful
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dynamics do not describe relaxation to equilibrium. In particular, the entropy is conserved by the equations of ideal
hydrodynamics. In contrast, relaxation dynamics arises in the next order in Kn (which is the small parameter of the
hydrodynamic approximation), where § f = f — fy is accounted for in Egs. (364)-(365).



